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Preface

This guide provides the information you need to work with your Forcepoint product.

Conventions

This guide uses these typographical conventions and icons.

Book title, term, emphasis Title of a book, chapter, or topic; a new term; emphasis.
Bold Text that is strongly emphasized.
User input, code, nessage Commands and other text that the user types; a code sample; a

displayed message.

Interface text Words from the product interface like options, menus, buttons, and
dialog boxes.

Hypertext A link to a topic or to an external website.

Note: Additional information, like an alternate method of accessing an
E option.
O Tip: Suggestions and recommendations.

Important/Caution: Valuable advice to protect your computer system,
software installation, network, business, or data.

Warning: Critical advice to prevent bodily harm when using a
o hardware product.

Find product documentation

On the Forcepoint support website, you can find information about a released product, including product
documentation, technical articles, and more.

You can get additional information and support for your product on the Forcepoint support website at
https://support.forcepoint.com. There, you can access product documentation, Knowledge Base articles,
downloads, cases, and contact information.
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PART |

Introduction to the
Forcepoint Next Generation
Firewall solution

*  The Forcepoint Next Generation Firewall solution on page 25

e Introduction to Forcepoint NGFW in the Firewall/VVPN role on page 31
e Introduction to Forcepoint NGFW in the IPS and Layer 2 Firewall roles on page 41

Before setting up Forcepoint™ Next Generation Firewall (Forcepoint NGFW), it is useful to know what the different
components do and what engine roles are available. Forcepoint NGFW was formerly known as Stonesoft® Next
Generation Firewall by Forcepoint.
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O CHAPTER 1
The Forcepoint Next Generation

Firewall solution

*  Security Management Center on page 25

e Components in the Forcepoint NGFW solution on page 26
*  Benefits of the SMC on page 28

e Licensing components and features on page 29

The Forcepoint NGFW solution consists of one or more Forcepoint NGFW Engines, and the Forcepoint NGFW
Security Management Center (SMC), formerly known as Stonesoft® Management Center by Forcepoint (SMC). The
SMC is the management component of the Forcepoint NGFW solution.

Security Management Center

The Security Management Center (SMC) is the centralized management component of the Forcepoint NGFW
solution. The SMC makes the Forcepoint NGFW solution especially well-suited to complex and distributed
network environments.

The SMC configures and monitors all components in the Forcepoint NGFW solution. The centralized
management system provides a single point of contact for many geographically dispersed administrators.

The unified management platform provides major benefits for organizations of all sizes:

* By allowing automatic coordinated responses when a security threat is detected, interaction between
components managed by the same Management Server creates security benefits. Automatic coordinated
responses provide instant blocking of unwanted traffic, and reduce the need for immediate human
intervention.

* Multiple administrators can log on at the same time to efficiently configure and monitor all NGFW Engines.
The SMC provides a single user interface. This interface allows unified configuration, monitoring, and
reporting of the whole Forcepoint NGFW solution with the same tools and within the same user session.

* The reuse of configuration information across components in the system allows you to:

* Avoid the laborious and error-prone duplicate work of configuring the same details for all components
individually.
* Export and import the configurations between multiple separate systems.

The SMC is designed to manage large installations and geographic distribution. The SMC design creates
flexibility and allows scaling up the existing components and adding new types of components to the system
without sacrificing its ease-of-use.
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Components in the Forcepoint NGFW

solution

The Forcepoint NGFW solution includes NGFW Engines, SMC server components, and SMC user interface

components.

Figure 1: Components in the Forcepoint NGFW solution
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The Management Client is the user interface for the SMC. You use the Management
Client for all configuration and monitoring tasks. You can install the Management
Client locally as an application, or you can start the Management Client with a web
browser using the Java Web Start feature. You can install an unlimited number of
Management Clients.

The Web Portal is the browser-based user interface for the services provided by the
Web Portal Server.

The Management Server is the central component for system administration. One
Management Server can manage many different types of engines.

Log Servers store traffic logs that can be managed and compiled into reports.
Log Servers also correlate events, monitor the status of engines, show real-time
statistics, and forward logs to third-party devices.

The Web Portal Server is a separately licensed optional component that provides
restricted access to log data, reports, and policy snapshots.

NGFW Engines inspect traffic. You can use NGFW Engines in the Firewall/VPN,
IPS, or Layer 2 Firewall role.
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Management Clients

The Management Client is the tool for all day-to-day configuration and management tasks, including network
interface configuration and remote upgrades.

All commands and configuration changes are relayed through the Management Server, so the Management
Clients never connect to the NGFW Engines directly. Management Clients also connect to Log Servers to fetch
log entries for administrators to view. Many Management Clients can be deployed anywhere in the network.

Management Server

The Management Server is the central component for system administration. One Management Server can
manage many different types of engines.

The Management Server provides the following types of services:
* Administration and system commands: The Management Server is the central point of all administration tasks
(accessed through the Management Client).

* Configuration database: The Management Server stores all configuration information for Firewall/VPN, IPS,
and Layer 2 Firewall engines and other system components.

* Monitoring: The Management Server tracks the operating state of the system components and relays this
information to the administrators.

* Alert notifications: The Management Server can notify administrators about new alerts in the system, for
example, by sending out an email or an SMS text message.

* Certificate authorities (CAs): The Management Server installation includes two basic CAs:
* An Internal CA that issues all certificates that system components need for system communications.
* VPN CA that can be used to issue certificates for VPN authentication.

Log Server

Log Servers store traffic logs that can be managed and compiled into reports. Log Servers also correlate events.

Multiple Log Servers can be deployed, which is useful in geographically distributed systems. Log Servers provide
the following types of services:

* Log data: Log Servers receive and store logs from other system components and make the data available for
viewing and generating reports.

» Statistics and status data: Log Servers receive, relay, and store information about the operation of other
system components and keep a record available for generating reports.

* Event correlation: Log Servers detect patterns of events in traffic inspected by multiple NGFW Engines.

Web Portal Server

The Web Portal Server is a separately licensed optional component that can be used to provide restricted access
to log data, reports, and policy snapshots.

The Web Portal Server provides a web-based interface that users who have Web Portal user accounts can
access with their web browsers.
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Benefits of the SMC

The SMC has three main benefits: centralized remote management of system components, support for large-
scale installations, and server high availability.

Centralized remote management

A centralized point for managing all system components simplifies the system administration significantly.

Ease of administration is central to the SMC. The centralized management system:

Provides administrators with visibility into the whole network.
Simplifies and automates system maintenance tasks.
Reduces the work required to configure the system.

You can also combine information from different sources without having to integrate the components with an
external system.

The centralized management system is not an add-on; the system has been designed from the start to be
centrally managed.

The main centralized management features in the Security Management Center include the following:

Sharing configuration data in different configurations eliminates the need for duplicate work, which reduces the
complexity of configurations and the amount of work required for changes. For example, an IP address used
in the configurations of several different NGFW Engines has to be changed only one time in one place. It has
to be changed only once because it is defined as a reusable element in the system.

Remote upgrades can be downloaded and pushed automatically to several components. A single remote
upgrade operation updates all necessary configuration details on the NGFW Engines, including operating
system patches and updates.

Fail-safe policy installation with automatic rollback to prevent policies that prevent management connections
from being installed.

The integrated backup feature allows saving all system configurations stored on the Management Server in
one manually or automatically run backup.

Central access point for administrators with centralized access control. The Management Client requires

no separate installation, because it can be made available centrally and be started through a web browser.
Several administrators can be logged on at the same time and simultaneously change the system. Conflicting
changes are automatically prevented. Administrator rights can be easily adjusted in a highly granular way.

Support for large-scale installations

The Security Management Center is scalable from managing a single NGFW Engine up to a system consisting of
hundreds of components.

Several Log Servers are required in larger systems, but a single Management Server can still effectively manage
large installations. Features that make large-scale installations easy to manage include:

The possibility to separate configurations into isolated Domains.
To filter configuration definitions in and out of view based on user-defined categories.
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High availability

You can optionally install one or more additional Management Servers or Log Servers.

If the active Management Server is damaged, loses power, or becomes otherwise unusable, additional
Management Servers allow system control without delays and loss of configuration information. A special
Management Server license for multiple Management Servers is required.

Note: The Forcepoint NGFW Security Management Center Appliance (SMC Appliance) does not

4 support high availability for the Management Server or the Log Server.

Log Servers can also be used as backups for each other to allow continued operation when a Log Server

goes offline. When a Log Server becomes unavailable, engines can automatically start sending new logs and
monitoring data to another pre-selected Log Server. Log Servers do not automatically synchronize their data, but
you can set up automatic tasks in the system for backing up important records.

Licensing components and features

License files provide your system a proof of purchase. The Management Server maintains license files.

You receive most licenses as proof-of-license (POL) codes. The proof-of-serial (POS) license code for Forcepoint
NGFW appliances is printed on a label attached to the appliances. Using your license code, you can log on to the
License Center and view and manage your licenses at: https://stonesoftlicenses.forcepoint.com.

Generally, each SMC server and each Firewall, IPS, Layer 2 Firewall, and Master NGFW Engine node must be
separately licensed in your SMC. Virtual NGFW Engines do not require their own licenses.

*  The SMC components must always be licensed by importing a license file that you create at the Forcepoint
website.

* Licenses for Forcepoint NGFW appliances can be generated automatically. You might also need to generate
these licenses manually at the Forcepoint website, depending on the appliance model and Management
Server connectivity.

The use of some individual features is also limited by license.

All licenses indicate the latest version for which they are valid and are valid on all earlier software versions up

to the version indicated. Licenses are by default automatically updated to the newest version possible for the
component. If automatic license updates are not possible or disabled, you must generate new licenses manually
before upgrading to a new major release.

License upgrades are included in maintenance contracts. If the maintenance contract of a component expires, it
is not possible to upgrade the license to any newer version. Evaluation licenses are valid for 30 days.
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CHAPTER 2

Introduction to Forcepoint NGFW
in the Firewall/VPN role

*  Overview of Forcepoint NGFW in the Firewall/VPN role on page 31

*  Forcepoint NGFW benefits on page 31

NGFW Engine in the Firewall/VVPN role provides access control and VPN connectivity.

Overview of Forcepoint NGFW in the
Firewall/VPN role

Forcepoint NGFW in the Firewall/VPN role provides access control and VPN connectivity.

The term Firewall refers to the combination of the Forcepoint NGFW software in the Firewall/VVPN role, and the
hardware device or the virtual machine that the software runs on.

Firewalls have the following representations in the SMC:

* The Single Firewall and Firewall Cluster elements are containers for the main configuration information directly
related to the Firewall.

* The individual physical engine devices are shown as one or more Nodes under the main Firewall element in
some views of the Management Client.

The Forcepoint NGFW software includes an integrated operating system (a specially hardened version of Linux).
There is no need for separate operating system patches or upgrades. All software on the engines is upgraded
during the software upgrade.

Forcepoint NGFW benefits

In addition to standard firewall features, the Forcepoint NGFW provides additional advanced features.

How Multi-Layer inspection works

Multi-Layer inspection combines application layer inspection, stateful inspection, and packet filtering technologies
flexibly for optimal security and system performance.

Like stateful inspection, the Forcepoint NGFW in the Firewall/VVPN role uses state tables to track connections
and judge whether a packet is a part of an established connection. Forcepoint NGFW also features application-
layer inspection through specific Protocol Agents for enhanced security to inspect all data up to the application
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layer. Forcepoint NGFW in the Firewall/\VVPN role can also act as a packet filter for types of connections that do
not require the security considerations of stateful inspection.

By default, all Firewall Access rules implement stateful inspection. You can flexibly configure rules with simple
packet filtering or an extra layer of application level security as needed.

Forcepoint NGFW in the Firewall/VPN role applies application level inspection with or without proxying the
connections, depending on what is required. Application level inspection can be selected for certain types of
traffic by using a protocol-specific Protocol Agent for the connections.

Protocol Agents are also used to handle protocols that generate complex connection patterns, to redirect traffic
to content inspection servers, and to change data payload if necessary. For example, the FTP Protocol Agent
can inspect the control connection and only allow packets containing valid FTP commands. If an FTP data
connection is opened using a dynamically assigned port, the Protocol Agent detects the port and allows the
traffic. If network address translation (NAT) is applied to the connection, the Protocol Agent changes the packet
payload IP address and port. The Protocol Agent change allows the connection to continue despite the NAT.

Related concepts
Protocol Agents overview on page 1005

Layer 2 interfaces for Forcepoint NGFW in the
Firewall/VPN role

Layer 2 interfaces on NGFW Engines in the Firewall/VPN role allow the engine to provide the same kind of traffic
inspection that is available for NGFW Engines in the IPS and Layer 2 Firewall roles.

Layer 2 interfaces on NGFW Engines in the Firewall/VPN role provide the following benefits:

*  When the same engine has both layer 2 and layer 3 interfaces, administration is easier because there are
fewer NGFW Engine elements to manage in the SMC.

* |tis more efficient and economical to use one NGFW hardware device that has both layer 2 and layer 3
interfaces because a smaller number of NGFW appliances can provide the same traffic inspection.

*  When you use layer 2 interfaces on NGFW Engines in the Firewall/VPN role, the NGFW Engine can use
options and features that are not available on NGFW Engines in the IPS or Layer 2 Firewall roles.
For example, an NGFW Engine in the Firewall/\VVPN role can use Forcepoint Endpoint Context Agent (ECA),
Forcepoint User ID service, NetLinks for communication with the SMC, and dynamic control IP addresses,
while also providing the same kind of traffic inspection that is available for NGFW Engines in the IPS and
Layer 2 Firewall roles.

Advanced traffic inspection

The Firewall’s traffic inspection process is designed to ensure a high level of security and throughput. The
Firewalls’ policies determine when to use stateful connection tracking, packet filtering, or application-level
security.

The Firewall uses the resources necessary for application-level security only when the situation demands it, and
without unnecessarily slowing or limiting network traffic.

Some types of connections can be selected for inspection of the data content against harmful or otherwise
unwanted patterns in connections. The deep packet inspection features provide IPS-type capabilities right on the
Firewall, and help in finding and stopping malicious or suspicious network activities. You can even inspect the
content of encrypted HTTPS connections using the built-in deep packet inspection features.
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An anti-malware scanner complements the standard traffic inspection features.

Deep packet inspection

Deep packet inspection includes measures such as malware detection, web content filtering, intrusion detection,
or some other check of the actual data being transferred.

Device performance limits can be quickly reached when several advanced inspection features are active. For this
reason, use these features in environments where the traffic load stays relatively low even at peak times. When
higher traffic volumes are needed, it is recommended to use external content inspection servers and IPS devices.

Related concepts
URL filtering and how it works on page 987
Anti-malware scanning overview on page 1001

Built-in clustering for load balancing and high
availability

The Firewall provides innovative built-in clustering and load-balancing features that provide several benefits over
traditional solutions.

Traditionally, to achieve high availability on the firewall itself, additional hardware switches, software clustering
products, or special load-balancing devices have been added and maintained. This often results in the transfer of
a single point of failure to another network component — typically the network link.

Forcepoint NGFW Firewalls have built-in support for clustering, which allows operating up to 16 physical Firewall
devices as a single unit. All units can actively handle traffic at the same time. No special configuration is required
in the surrounding network as the whole implementation is achieved through basic networking standards.

The Firewall engines dynamically load-balance individual connections between the cluster nodes, transparently
transferring connections to available nodes in case a node becomes overloaded or experiences a failure. The
processing of network traffic is automatically balanced between the cluster nodes. This way, the performance of
the Firewall upgrades by simply adding new nodes to the cluster when necessary. You can also take individual
nodes offline during business hours for maintenance purposes. Connections handled by that particular engine are
transparently redistributed to other online nodes.

The Forcepoint NGFW Firewall also comes with built-in technology for high availability and load balancing
between different network connections.

Benefits of clustering

Clustering firewall nodes can significantly reduce the risk of problems with availability and maintenance.

A Single Firewall can be a single point of failure. This can affect the availability of business critical applications
and complicate the maintenance of the firewall equipment. Clustering firewall nodes can significantly reduce the
risk of these problems.

The Forcepoint NGFW solution uses built-in clustering technology. No additional software or hardware is needed
to cluster several nodes. If a node itself or the surrounding network equipment malfunctions, the other nodes in
the cluster take over the traffic processing, minimizing any disruptions to the traffic flow. Similarly, maintenance
is easier with a cluster, because individual nodes can be taken offline and even exchanged for new hardware
without causing service outages.
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Firewall Clusters also balance the load of traffic processing between the firewall nodes. You can flexibly add
nodes to scale up the Firewall Cluster, improving the throughput and performance.

Communication between Firewall Cluster nodes

Information between Firewall Clustered nodes is synchronized through selected interfaces via a heartbeat
network that uses multicast transmissions.

The Firewall Cluster nodes exchange information constantly. The state tables that list open connections (state
sync) and the operating state of the other nodes (heartbeat) are exchanged. This exchange of information
guarantees that all nodes have the same information about the connections. If a firewall node becomes
unavailable, the other nodes of the cluster immediately notice the change. The exchange of information
between clustered Firewall nodes is synchronized through selected interfaces via a heartbeat network using
multicast transmissions. The heartbeat messages are authenticated, and can also be encrypted if necessary.
Authentication is enabled by default.

Load balancing

In load-balanced clustering, traffic is balanced between the nodes dynamically.

In a Firewall Cluster configuration, the recommended way to cluster the nodes is load-balanced clustering, where
traffic is balanced between the nodes dynamically. Load-balanced clustering provides both fault tolerance and
performance benefits.

The traffic arriving at the Firewall Cluster is balanced across the nodes according to the settings of the cluster’s
load-balancing filter. This filtering process distributes packets between the firewall nodes and keeps track of
packet distribution. The Firewall determines the packet ownership of the nodes by comparing the incoming
packet with node-specific values based on the packet headers. The load-balancing filter is preconfigured for
optimal performance and is not meant to be adjusted independently by the system administrators.

The Firewall Cluster keeps track of which node is handling each ongoing connection. As a result, all packets

that are part of a given connection can be handled by the same node. Some protocols use multiple connections,
which are sometimes handled by different nodes, but this distribution does not usually affect the processing of the
traffic.

Standby operation

In standby clustering, only one node at a time processes traffic, and other nodes wait on standby.

Nodes that wait on standby are ready to take over when the currently active node goes offline. Nodes that should
not take over automatically can be set offline. The drawback with standby mode is that there is no performance
gain in clustering the firewalls.

Clustering modes for firewalls

You can configure traffic to be directed to the cluster using several modes.

There are several modes for how traffic can be directed to the cluster. The modes are explained in the following
table. If necessary, see the documentation for the router, hub, or switch you are using for information about which
mode is best in your environment:
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Table 1: Clustering modes

e e ]

Packet dispatch

Unicast MAC

Multicast MAC

Multicast MAC
with IGMP

Packet dispatch is the recommended clustering mode. One node per physical interface
is the dispatcher that handles the distribution of traffic between the different nodes for all
CVls on that physical interface. The assigned node handles the traffic processing.

No additional switch configuration is needed.

This mode can also be used with hubs but it is not the optimal clustering mode with hubs.
Unicast MAC is the recommended mode when hubs are used. This mode cannot be used
with most switches.

All nodes in the cluster share unicast MAC address for the CVI. All nodes in the cluster see
all packets

The nodes share multicast MAC address for the CVI. All nodes in the cluster see all
packets.

Do not use this mode instead of the packet dispatch mode except in special cases, for
example, if MAC address of the network interface cards cannot be changed.

The clustering works otherwise the same as in the Multicast MAC mode except that the
engine answers to IGMP membership queries.

This mode allows limiting multicast flooding when the switch does not support static MAC
address forwarding tables.

All CVIs on the same physical interface must use the same mode. It is possible to set different cluster modes for
CVls that are defined for different physical interfaces.

Packet Dispatch mode and how it works

In Packet Dispatch mode, one node acts as the dispatcher and assigns packets to the other nodes.

In Packet Dispatch mode, the node selected as the dispatcher on the physical interface assigns the packets to
itself or to some other node. The assigned node then handles the actual resource-intensive traffic processing.
The dispatcher attempts to balance the nodes’ loads evenly, but assigns all packets that belong to the same
connection to the same node. The node that acts as the packet dispatcher can be different for CVlIs on different
physical interfaces. The following illustration shows an example of how packet dispatch handles a connection.
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Figure 2: Packet Dispatch CVI Mode
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1 The dispatcher node for CVI 1 receives a new packet.

2 The dispatcher node either handles the packet itself or dispatches the packet to one of the other
firewall nodes for processing according to the load-balancing filter. The packet is sent to the other node
through the interface the packet arrived from.

3 The dispatcher node for CVI 2 forwards the replies within the open connection to the same node.

One node is responsible for handling each connection. The node responsible for the connection handles all
resource-consuming tasks: it determines if the connection is allowed to continue, translates addresses as
necessary, and logs the connection.

The dispatcher node controls the CVI's IP address and MAC address. The other nodes use their own physical
interface’s MAC address for the same CVI. When the dispatcher node goes offline, one of the other nodes
becomes the dispatcher node. The new dispatcher node changes its interface’s MAC address to the address
defined for the Packet Dispatch CVI.

The network switch must update its address table without significant delay when the packet dispatcher MAC
address is moved to another firewall node. This operation is a standard network addressing operation where the
switch learns that the MAC address is located behind a different switch port. Then, the switch forwards traffic
destined to the CVI address to this new packet dispatcher.
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Multi-Link technology

Single-node and clustered Firewall installations both support Multi-Link, which guarantees high availability for
network connections by using alternative network links.

Multi-Link allows configuring redundant network connections out of standard network connections without the
complexity of traditional solutions that require redundant external routers and switches. There is no need to use
complex routing protocols, such as:

* Border gateway protocol (BGP) and hot standby routing protocol (HSRP)
* Peering arrangements between the ISPs.

Any IP-based link with a dedicated IP address range can be used as part of a Multi-Link configuration. You can
also define standby links that are used only when primary links fail. The illustration that follows shows a basic
Multi-Link setup with a Single Firewall that has two active and one standby network links to the Internet.

Figure 3: Multi-Link technology

~IsPC

Most often, multiple network links are used to guarantee continuity of Internet access, but Multi-Link can be used
to provide redundant links to internal networks as well. Traffic is dynamically balanced across the different links
based on a performance measurement or based on the links’ relative bandwidths. The traffic automatically fails
over to other links when the Firewall detects that one of the links fails. The Firewall uses NAT to direct the traffic
through the different links to make the source IP address valid for the link used.

Multi-Link technology provides highly available network connections for the following scenarios:

* Outbound connections: Multi-Link routing makes sure that outbound traffic always uses the optimal link toward
its destination and allows configuring standby links as backups. The traffic can be distributed across the links
in several different ways.

* Inbound connections: The built-in inbound traffic management feature can use Multi-Link to guarantee
continuity of services your company offers to external users.

* VPN connections: The Multi-Link tunnel selection for VPN traffic is done independently from other types of
traffic. Standby links can also be selected independently for a VPN.

Related concepts

Getting started with outbound traffic management on page 733

Using Multi-Link with Server Pools in inbound traffic management on page 749
Multi-Link and VPNs on page 1144
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Built-in inbound traffic management

The built-in Server Pool feature allows Firewalls to monitor a pool of alternative servers that offer the same
service to the users.

If one of the servers becomes unavailable or overloaded, the Firewall automatically redirects new connections
to the alternative servers. Server pools can also interact with the Multi-Link feature for high availability of the
incoming network connection.

Related concepts
Getting started with inbound traffic management on page 747

Quality of Service (QoS) and bandwidth
management

Quality of Service (QoS) Policies are interface-specific rules on a Firewall that help you ensure that important
network services are given priority over less important traffic.

With QoS rules, you can set up a minimum guaranteed bandwidth and maximum bandwidth limit for traffic, and
set a priority value for the traffic. You can optionally define settings for Active Queue Management (AQM) to
queue and send traffic according to a scheduling algorithm. Sending traffic reduces the volume of dropped or
retransmitted packets when there is network congestion.

Quality of Service and bandwidth management features are not supported for Modem interfaces of Single
Firewalls.

You can also create DSCP Match/Mark rules that read or write DiffServ Code Point (DSCP) type of service (ToS)
field values. Creating DSCP Match/Mark rules allows you to integrate the Firewall with other network equipment
that implements QoS management in your own or your ISP’s network.

Related concepts
Quality of Service (QoS) and how it works on page 945

Integrating Firewall/VPN with IPS and Layer 2
Firewalls

You can use Forcepoint NGFW in the Firewall/VVPN, IPS, and Layer 2 Firewall roles together for traffic inspection.

IP address blacklisting is a shared feature for NGFW in the Firewall/VPN, IPS, and Layer 2 Firewall roles.
Blacklisting allows blocking harmful traffic not just at the component that detects it, but also on other engines on
the connection path.

Instead of using NGFW Engines in the IPS or Layer 2 Firewall role, you can also use layer 2 interfaces on NGFW
Engines in the Firewall/\VPN role for traffic inspection.

Related concepts
Layer 2 interfaces for Forcepoint NGFW in the Firewall/VPN role on page 32
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Clustered Multi-Link VPNs

Forcepoint NGFW in the Firewall/VPN role provides fast, secure, and reliable VPN connections. The added
benefits of the clustering and Multi-Link technologies provide load balancing and failover for both the VPN
gateways and the network connections.

The system’s scalability allows administrators full control over how many tunnels are created and used.

The VPN links can be in three different modes: active, aggregate, and standby. If there are multiple links in active
mode, traffic is dynamically balanced across the different links based on a performance measurement or based
on the links’ relative bandwidths. If there are multiple links in aggregate mode, each connection is balanced
between all the aggregate links in round robin fashion. The standby links are only used if the active or aggregate
links fail.

Related concepts
VPNs and how they work on page 1129
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CHAPTER 3

Introduction to Forcepoint NGFW
in the IPS and Layer 2 Firewall
roles

*  What IPS engines and Layer 2 Firewalls do on page 41

* How IPS engines and Layer 2 Firewalls inspect traffic on page 42

*  How IPS engines and Layer 2 Firewalls respond to incidents on page 42

* Main benefits of IPS engines and Layer 2 Firewalls on page 43

e |IPS Cluster load balancing on page 44

e Disconnect mode for IPS engines and Layer 2 Firewalls and how it works on page 45

The NGFW Engines in the IPS and Layer 2 Firewall roles are part of the Forcepoint NGFW solution. The IPS
component provides intrusion detection and prevention, and the Layer 2 Firewalls provide access control and deep
inspection of traffic.

What IPS engines and Layer 2 Firewalls
do

An IPS engine or a Layer 2 Firewall is responsible for picking up and examining network traffic in real time. The
engines perform event correlation and analysis for traffic they inspect.

The engines can also initiate immediate responses to any threats that they detect. Depending on how they are
installed, engines can also block traffic based on commands that other components send.

IPS engines and Layer 2 Firewalls can be flexibly scaled up to form clusters of up to 16 devices that work as a
single virtual entity. Clustering IPS engines improves performance and provides high availability for the traffic
inspection service. Only one Layer 2 Firewall node in the Layer 2 Firewall Cluster is active at a time. The other
Layer 2 Firewall nodes remain in standby mode. If the active Layer 2 Firewall node fails, one of the standby
nodes automatically starts processing traffic.

The IPS engines and Layer 2 Firewalls include an integrated operating system (a specially hardened version
of Linux). There is no need for separate operating system patches or upgrades; all software on the engines is
upgraded during the software upgrade.

Layer 2 Firewalls are basic firewalls with a limited set of features. They provide access control and deep
inspection of traffic. More advanced firewall features such as VPNs and authentication are not supported on
Layer 2 Firewalls.
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How IPS engines and Layer 2 Firewalls
inspect traffic

There are two main phases in the traffic inspection process: detecting anomalies in traffic and normalizing the
suspicious traffic for closer inspection.

Layer 2 Firewalls and IPS engines examine traffic in a similar way. The main difference is that a Layer 2 Firewall
drops packets that have not specifically been allowed to pass according to the engine’s policy. An IPS engine, in
contrast, by default allows packets to pass if the engine’s policy does not set a more specific action.

First, the IPS engine or Layer 2 Firewall inspects the network traffic for any anomalies. If the engine detects
ambiguities in the traffic, it normalizes the traffic before inspecting it further. Traffic normalization also helps the
engine in detecting attempts to use evasion techniques (for example, packet fragmentation, TCP segmentation,
or combinations of evasions) to bypass inspection altogether.

In this process, known attacks are detected through attack signatures that are augmented with protocol
awareness to form powerful attack fingerprints. Protocol awareness decreases the number of false positives
compared to simple signatures. Each pattern is applied only to the correct type of traffic. For example, an attack
that uses HTTP can be detected when the pattern is seen in HTTP traffic. The HTTP pattern does not falsely
match an email message header transported over SMTP.

While fingerprinting accurately detects known attacks, it does not detect attacks that are not yet known. IPS and
Layer 2 Firewall engines provide two types of anomaly detection to complement fingerprinting:

* Protocol analysis identifies violations in network communications, such as unexpected data, wrong connection
states, and additional or invalid characters. Detecting such violations is useful because many attacks
purposely violate standards to trigger abnormal operating responses in vulnerable target systems.

« Statistical anomaly detection gathers traffic statistics to detect events such as slow scans and unusual number
of connections. This method tracks patterns based on frequency and sequence of events, or the occurrence of
sets of related events within a specified time range. For example, many connection attempts from one host to
many ports and IP addresses is certainly a network scan of some kind.

How IPS engines and Layer 2 Firewalls
respond to incidents

There are various responses that an IPS engine and a Layer 2 Firewall can take when it detects traffic of interest.
For example, they can log the connection or actively filter out the traffic.

Several responses are available:
* As the mildest response, an event can be logged. The log entries can be used, for example, for generating

statistical reports. Generating statistical reports might be appropriate, for example, for tracking trends in
normal network traffic patterns.

* A step up from a log entry is to generate an alert entry that can be escalated to administrators through multiple
configurable alert channels. Alert channels include email, mobile phone text messaging (SMS), and SNMP, in
addition to being used like log entries.

* Also, logs and alerts can record the full packet headers and data payload for further analysis.

E Note: Storing or viewing the packets’ payload can be illegal in some jurisdictions due to laws
" related to the privacy of communications.
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* Blacklisting makes it possible to block unwanted network traffic for a specified time. IPS engines and Layer
2 Firewalls can add entries to their own blacklists based on events in the traffic they inspect. They can also
send blacklist requests to other NGFW Engines. Connections that match the blacklist are mainly stopped
(depending on the enforcing component’s policy).

The available responses on an IPS engine or Layer 2 Firewall depend on the engine’s physical configuration.

Main benefits of IPS engines and Layer 2
Firewalls

IPS engines and Layer 2 Firewalls have four key benefits: accuracy, manageability, scalability, and high
availability.

Accuracy of IPS engines and Layer 2 Firewalls

To provide the best possible accuracy, the IPS and Layer 2 Firewall engines provide multiple detection methods
that complement each other.

Effective response to network security incidents requires the capability to recognize an enormous number of
possible threats. The IPS system must not produce a high number of false alarms that:

* Engage the system administrators in needless investigations.
* Automatically stop legitimate business communications.

Attack signatures are supplemented with protocol-specific matching to produce accurate fingerprints of attacks.
The observations on network traffic are not passed on to administrators directly, but instead collected together for
further analysis and combined presentation.

What is considered to be a serious threat to a crucial system in one environment might not be considered an
event at all in another network. There is more than one set of traffic inspection policies that would work ideally
in every environment. So IPS and Layer 2 Firewall provides detailed customization possibilities for the entire
inspection process. The efficient configuration tools provide default policies that can be edited using drag and
drop, while still allowing highly detailed controls for advanced configuration.

With accurate detection results, efforts can be concentrated on countering real threats instead of working on
analyzing an endless stream of false alarms.

Manageability of IPS engines and Layer 2
Firewalls

IPS engines and Layer 2 Firewalls provide network administrators the tools to save time, reduce mistakes, and
get a network overview.

While ease-of-use is one of the main goals for the product, IPS engines and Layer 2 Firewalls do not achieve it
by cutting the available features. The system provides extensive inspection process tuning possibilities, detailed
information for monitoring, advanced automation, and tools for complete remote management (including all
software upgrades). The distributed architecture allows components to be on separate computers and in different
networks. Components can even be in different countries and continents — and still be easily managed as a
single system.
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An easy-to-use system helps the administrators concentrate on investigating the security threats instead of
configuring the security systems.

Scalability and high availability of IPS engines
and Layer 2 Firewalls

Introduction of new tools and services that rely on network access means that network traffic continues to

grow over time. Network traffic continues to grow even in companies that are not otherwise expanding. IPS
engines must be scalable to meet the growing demands and high availability. Clustering answers this demand by
combining devices together in a single, virtual entity.

Clustering also provides high availability for the intrusion detection services. If the system is down during an
attack, attackers have a head start. Having a head start allows the attackers to penetrate deeper into the network
and cover up their tracks. An IPS Cluster is a group of IPS nodes that work as a single logical entity to share the
load of traffic processing. A Single IPS is an IPS engine that consists of a single node. If a node in an IPS Cluster
stops processing traffic, the inspection can switch over to the other remaining IPS node transparently. If the
active Layer 2 Firewall node in a Layer 2 Firewall Cluster fails, one of the standby nodes automatically takes over
traffic inspection. This way, it is also possible to conduct online maintenance of individual IPS engines without
corresponding interruptions in traffic inspection.

IPS engines can be transparently clustered together into a single virtual entity in which the performance of each
node contributes to the total throughput. Clustering IPS engines allows new devices to be added flexibly as traffic
volumes grow while retaining the existing equipment and configurations. Clustering improves performance by
balancing the load intelligently between the clustered IPS nodes.

Optional high availability measures are also available for the Security Management Center.

Note: The SMC Appliance does not support high availability for the Management Server or the

é Log Server.

Scalability and high availability guarantee that the system can adapt to growing needs, simplify planned
maintenance, and protect against hardware failure.

IPS Cluster load balancing

In a load-balanced cluster, traffic is dynamically balanced between the nodes.

The recommended way to cluster the nodes in an IPS Cluster is load-balanced clustering, where traffic
is balanced between the nodes dynamically. Load-balanced clustering provides both fault tolerance and
performance benefits.

When load-balanced clustering is used, the traffic arriving at the IPS Cluster is balanced across the nodes with a
load-balancing filter. This filtering process distributes packets between the IPS Cluster nodes and tracks packet
distribution. The IPS Cluster determines the packet ownership of the nodes by comparing the incoming packet
with node-specific values based on the packet headers.

The IPS Cluster tracks which node is handling each ongoing connection. As a result, the same node can handle
all packets that are part of a given connection. Some protocols use multiple connections, which are sometimes
handled by different nodes, but this usually does not affect the processing of the traffic.
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Disconnect mode for IPS engines and
Layer 2 Firewalls and how it works

IPS engines and Layer 2 Firewalls support disconnect mode, which enables constant monitoring of link
connections and minimizes delays caused by link failures.

When IPS engines or Layer 2 Firewalls are deployed in inline mode, link failures cause significant traffic transfer
delays if the link failure is undetected. Failure to detect link failures can be prevented in disconnect mode.

If a link fails on one side of an Inline Interfaces pair, the IPS engine or Layer 2 Firewall:
* Detects the failure
e Simulates cable disconnection on the other side

* Takes down the other side's link transmitter (TX)

The IPS engine or Layer 2 Firewall continues to monitor the receiver (RX) side of a pair of Inline Interfaces. It
detects when the link is up again and brings the transmitter (TX) backup accordingly.

By default, disconnect mode is active on:
e All IPS appliances that support the feature
* On all Forcepoint NGFW appliances that are used in the IPS or Layer 2 Firewall role
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PART li
Deployment

e Deploying the SMC on page 49

¢ Deploying Forcepoint NGFW in the Firewall/VPN role on page 55
e Deploying Forcepoint NGFW in IPS and Layer 2 Firewall roles on page 65

Before you can set up the system and start configuring elements, you must consider how the different SMC
components should be positioned and deployed.
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@ CHAPTER 4
Deploying the SMC

*  Overview of SMC deployment on page 49

e Security considerations for SMC deployment on page 50
* Positioning the Management Server on page 51

* Positioning Log Servers on page 52

e Positioning Management Clients on page 52

*  Example: SMC deployment on page 53

e Post-installation steps for the SMC on page 53

When deploying the SMC, there are some general guidelines for positioning components to guarantee the security of
the system.

Overview of SMC deployment

The positioning of SMC components depends on the size and complexity of the network environment.

Supported platforms for SMC deployment

SMC server components can be installed on third-party hardware or they are available as a dedicated Forcepoint
NGFW Security Management Center Appliance (SMC Appliance).

Third-party hardware

CAUTION: Do not install the SMC components on the Forcepoint NGFW hardware.

* You can install the SMC on third-party hardware that meets the hardware requirements. The hardware
requirements can be found at https://support.forcepoint.com.

* You can install all SMC server components on the same computer, or install separate components on different
computers.

* In alarge or geographically distributed deployment, we recommend installing the Management Server, Log
Server, and optional Web Portal Server on separate computers.
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SMC Appliance

The Management Server and a Log Server are integrated with the hardware operating system as a dedicated
server appliance.

Management Client

Although the Web Start distribution of the Management Client is certified to run only on the listed official
platforms, it can run on other platforms. These platforms include Mac OS X and additional Linux distributions with
JRE (Java Runtime Environment) installed.

General SMC deployment guidelines

The basic SMC installation consists of a Management Server, a Log Server, and Management Clients.

It is possible to run the Management Server and the Log Server on the same computer in low-traffic
environments. In larger environments, the components are run on dedicated servers. Several Log Servers
might be needed in large or geographically distributed organizations. The Management Clients connect to the
Management Server for configuring and monitoring the system and to Log Servers for browsing the log entries.

Table 2: General guidelines for SMC deployment

SMC component General guidelines

Management Server | Position on a central site where it is physically accessible to the administrators
responsible for maintaining its operation.

Log Servers Place the Log Servers centrally and locally on sites as needed based on log data volume
and administrative responsibilities.

Web Portal Server | The Web Portal Server can be deployed in any location that has network access to the
Management Server and the Log Servers.

Management Clients | Management Clients can be used from any location that has network access to the
Management Server and the Log Servers.

Security considerations for SMC
deployment

The information stored in the Security Management Center (SMC) is highly valuable to anyone conducting or
planning malicious activities in your network. Someone who gains administrator rights to the Management Server
can change the configurations.

An attacker can gain access by exploiting operating system weaknesses or other services running on the same
computer to gain administrator rights in the operating system.

Important: Secure the Management Server computer. Anyone who has administrator rights to
the operating system can potentially view and change any SMC configurations.

Consider at least the following points to secure the Management Server and Log Server:
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* Prevent any unauthorized access to the servers. Restrict access to the minimum required both physically and
with operating system user accounts.

*  We recommend allowing access only to the required ports.
* Never allow Management Client connections from insecure networks.
* Take all necessary steps to keep the operating system secure and up to date.

*  We recommend that you do not run any third-party server software on the same computer with the SMC
servers.

*  We recommend placing the servers in a separate, secure network segment without third-party servers and
limited network access.

You can optionally use 256-bit encryption for the connection between the engines and the Management Server.
This option requires both the engines and the Management Server to be version 5.5 or later. You must also use
an Internal ECDSA Certificate Authority to sign certificates for SMC communication.

When you create and use a new Internal ECDSA Certificate Authority to sign certificates for system
communication, the Management Server and the engine re-establish their trust relationship. After the
Management Server and the engine re-establish their trust relationship, 256-bit encryption is enabled for the
connection between the engines and the Management Server.

Related reference
Security Management Center ports on page 1423
Forcepoint NGFW Engine ports on page 1426

Positioning the Management Server

The Management Server is positioned on a corporate headquarters or data center central site where it can reach
all other Security Management Center (SMC) components.

The Management Server does not need to be close to administrators. The Management Clients connect to the
Management Server and Log Servers over the network using an encrypted connection.

We recommend using the same SMC to manage all your engines. This unified approach simplifies managing
physically distributed network environments and allows closer integration, for example, sending blacklist requests
from IPS engines to Firewalls. The configuration information and log data can then be shared and used efficiently
together. A single Management Server can manage many components efficiently. You can optionally install one
or more additional Management Servers for a High Availability setup. Only one Management Server is active at a
time. The additional Management Servers function as standby Management Servers.

Note: The SMC Appliance does not support high availability for the Management Server or the

r Log Server.

The Management Server also handles active alerts and alert escalation to inform the administrators of critical
events. In an environment with multiple Management Servers, all active alerts are replicated between the
Management Servers.
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Positioning Log Servers

Log Servers store engine-generated logs and traffic captures. Several Log Servers can be located both on a
central site as well as at remote sites.

The transferred amounts of data can be substantial, so the primary concern for Log Server deployment is the
number and throughput of the engine components that send data to the Log Server. A single shared Log Server
can be sufficient for a number of remote sites with low traffic volumes, whereas a large office with very high
volumes of network traffic might require even several Log Servers for efficient use.

Positioning Management Clients

The Management Client provides an interface for managing and monitoring the entire system.

With access to the Management Server and Log Servers, Management Clients can be used anywhere for:
* System administration
* Log and alert browsing

The Firewall/VPN and IPS engines are managed through the Management Server, so the Management Client
never connects directly to the engines.

The Management Clients can be installed locally or started through Java Web Start. The difference between
the installations is that locally installed clients are upgraded locally and individually. The Web Start installation
is updated centrally and the individual Management Client installations are automatically upgraded. Also, local
installations are possible only on supported Security Management Center platforms. Running the Web Start
version is also possible on other platforms that have the required version of Java runtime environment (JRE)
installed.
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Example: SMC deployment

In this example deployment, a company has operations in three different locations. There are some NGFW
Engines and administrators who are responsible for managing the local equipment at each site.

Figure 4: Example of a distributed Security Management Center (SMC) deployment
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Site A is the main site of the company. The active Management Server that manages all local and remote
components is at Site A. The main administrators responsible for maintaining the server are also stationed there.
There are also two separate Log Servers at Site A. There are a high number of NGFW Engines at this site,
producing a high volume of logs. The Log Servers also work as backup servers for each other.

Site B is a large branch office that is also designated as the disaster recovery site for the main site. The most
important services are duplicated. This site has a moderate number of NGFW Engines. A separate Log Server is
installed at Site B to ensure swift log browsing for the local administrators.

Site C is a small branch office that has only a few NGFW Engines. There is a single local administrator who is an
infrequent user of the SMC. There are no SMC components at Site C; the local NGFW Engines send their data to
the Log Servers at Site A.

Post-installation steps for the SMC

After installing the SMC, you must complete some configuration tasks to guarantee the efficient management and
security of the system.

The basic administration tasks you must complete after installation include the following:

* Schedule automatic Backup Tasks to back up the essential configuration information stored on the
Management Server.

* Set up automated tasks to manage the gathered log data and prevent the Log Server storage space from
filling up with logs.

We also highly recommend that you set up the following features:

* Define additional administrator accounts and delegating administrative tasks.
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* Review settings for automatic updates and making sure the feature works to keep your system current.
« Define custom alerts and alert escalation policies.

To efficiently manage the system, you must also familiarize yourself with monitoring system operation.
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e Supported platforms for Forcepoint NGFW deployment on page 55

*  Deploying NGFW Engines in the Amazon Web Services cloud on page 56

* Running NGFW Engines as Master NGFW Engines on page 56

e Hardware requirements for installing Forcepoint NGFW on third-party hardware on page 57
*  Hardware for Firewall Cluster nodes on page 57

e Guidelines for deploying Forcepoint NGFW in the Firewall/VPN role on page 58

e Positioning Firewalls on page 59

e Post-installation steps for Forcepoint NGFW in the Firewall/VPN role on page 63

e Cable connection guidelines for Firewalls on page 64

The positioning of a firewall depends on the network environment and the function of the firewall.

Supported platforms for Forcepoint
NGFW deployment

You can run NGFW Engines on various platforms.

The following general types of platforms are available for NGFW Engines:

* Purpose-built Forcepoint NGFW appliances
E Note: For information about supported appliance models, see Knowledge Base article 9743.

* VMware ESX and KVM virtualization platforms

* Microsoft Hyper-V virtualization platform (Firewall/VPN role only)
* Microsoft Azure cloud (Firewall/VPN role only)

* Amazon Web Services (AWS) cloud (Firewall/VPN role only)

* Third-party hardware that meets the hardware requirements

The NGFW Engine software includes an integrated, hardened Linux operating system. The operating system
eliminates the need for separate installation, configuration, and patching.

Related concepts
Hardware requirements for installing Forcepoint NGFW on third-party hardware on page 57
Configuration of Master NGFW Engines and Virtual NGFW Engines on page 507
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Deploying NGFW Engines in the Amazon
Web Services cloud

You can deploy NGFW Engines in the Amazon Web Services (AWS) cloud to provide VPN connectivity, access
control, and inspection for services in the AWS cloud.

When you deploy NGFW Engines in the AWS cloud, only the Firewall/VPN role is supported. Firewall Clusters,
Master NGFW Engines, and Virtual Firewalls are not supported.

For deployment instructions and supported features, see Knowledge Base article 10156. After deployment, you
can manage NGFW Engines in the AWS cloud using the Management Client in the same way as other NGFW
Engines.

Two licensing models are supported for Forcepoint NGFW in the AWS cloud. There are two engine images,
depending on the licensing model:

* Bring Your Own License — You pay only Amazon's standard runtime fee for the engine instance. You must
install a license for the engine in the SMC.

* Hourly (pay as you go license) — You pay Amazon's standard runtime fee for the engine instance plus an
hourly license fee based on the runtime of the engine. No license installation is needed for the engine in the
SMC.

Note: In Forcepoint NGFW versions 6.1 and 6.2, only the Bring Your Own License image is

4 q
available.

The SMC automatically detects which platform the engine image is running on for features that require separate
licenses.

Running NGFW Engines as Master
NGFW Engines

There are some hardware requirements and configuration limitations when you use an NGFW Engine as a
Master NGFW Engine.

Running the NGFW Engine as a Master NGFW Engine does not require a third-party virtualization platform.
When you run Forcepoint NGFW as a Master NGFW Engine, the Forcepoint NGFW hardware provides the virtual
environment and resources for the hosted Virtual NGFW Engines. You must always install the Forcepoint NGFW
software on a hardware device to run the NGFW Engine as a Master NGFW Engine.

You can run Master NGFW Engines on the following types of hardware platforms:

*  Purpose-built Forcepoint NGFW appliances with 64-bit architecture
* Third-party hardware with 64-bit architecture that meets the hardware requirements

The following requirements and limitations apply when you use an NGFW Engine as a Master NGFW Engine:

* Each Master NGFW Engine must run on a separate 64-bit physical device.

* All Virtual NGFW Engines hosted by a Master NGFW Engine or Master NGFW Engine cluster must have the
same role and the same Failure Mode (fail-open or fail-close).

* Master NGFW Engines can allocate VLANSs or interfaces to Virtual NGFW Engines. If the Failure Mode of
the Virtual IPS engines or Virtual Layer 2 Firewalls is Normal (fail-close) and you want to allocate VLANSs to
several engines, you must use the Master NGFW Engine cluster in standby mode.

Deploying Forcepoint NGFW in the Firewall/VVPN role | 56


https://support.forcepoint.com/KBArticle?id=How-to-deploy-Next-Generation-Firewall-in-the-Amazon-Web-Services-cloud

Forcepoint Next Generation Firewall 6.3 | Product Guide

Related concepts
Hardware requirements for installing Forcepoint NGFW on third-party hardware on page 57
Configuration of Master NGFW Engines and Virtual NGFW Engines on page 507

Hardware requirements for installing
Forcepoint NGFW on third-party
hardware

There are some basic hardware requirements when you run Forcepoint NGFW on third-party hardware.

CAUTION: Check that the Automatic Power Management (APM) and Advanced Configuration
and Power Interface (ACPI) settings are disabled in BIOS. Otherwise, the engine might not start
after installation or can shut down unexpectedly.

CAUTION: The hardware must be dedicated to the Forcepoint NGFW. No other software can be
installed on it.

The following basic hardware requirements apply:
*  (Recommended for new deployments) Intel® Xeon®-based hardware from the E5-16xx product family or
higher
E Note: Legacy deployments with Intel® Core™2 are supported.
* IDE hard disk and CD drive
E Note: IDE RAID controllers are not supported.

*  Memory:
* 4 GB RAM minimum for x86-64-small installation
* 8 GB RAM minimum for x86-64 installation
*  VGA-compatible monitor and keyboard
* One or more certified network interfaces for the Firewall/VPN role
*  Two or more certified network interfaces for IPS with IDS configuration
* Three or more certified network interfaces for Inline IPS or Layer 2 Firewall

Hardware for Firewall Cluster nodes

You can run different nodes of the same cluster on different types of hardware.

The hardware the cluster nodes run on does not need to be identical. Different types of equipment can be used
as long as all nodes have enough network interfaces for your configuration. Firewall Clusters can run on a
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Forcepoint NGFW appliance, on a standard server with an Intel-compatible processor, or as a virtual machine on
a virtualization platform.

If equipment with different performance characteristics is clustered together, the load-balancing technology
automatically distributes the load so that lower performance nodes handle less traffic than the higher
performance nodes. However, when a node goes offline, the remaining nodes must be able to handle all traffic on
their own to ensure High Availability. For this reason, it is usually best to cluster nodes with similar performance

characteristics.

Guidelines for deploying Forcepoint
NGFW in the Firewall/VPN role

There are some general deployment guidelines for Firewalls, Master NGFW Engines, and the SMC.

Table 3: Guidelines for deploying Forcepoint NGFW in the Firewall/VPN role

General Guidelines

Management Server

Log Servers

Management Clients

Management Server

Firewalls

Master NGFW
Engines

Position on a central site where it is physically accessible to the administrators
responsible for maintaining its operation.

Place the Log Servers centrally and locally on sites as needed based on log data volume
and administrative responsibilities.

Management Clients can be used from any location that has network access to the
Management Server and the Log Servers.

Position on a central site where it is physically accessible to the administrators
responsible for maintaining its operation.

Position Firewalls at each location so that all networks are covered.

Firewalls can be clustered. Functionally, the Firewall Cluster is equal to a single high-
performance Firewall. Cluster deployment sets up a heartbeat link between the Firewalls.
The heartbeat link allows the devices to:

* Track each others’ operating status.
* Agree on the division of work.
* Exchange information on traffic.

Position Master NGFW Engines where Virtual NGFW Engines are needed. For example,
at a hosting location for MSSP services or between networks that require strict isolation.
Master NGFW Engines can be clustered. A clustered Master NGFW Engine provides
scalability and High Availability. In a Master NGFW Engine Cluster, the Virtual Resource
is active in one Master NGFW Engine at a time. Cluster deployment sets up a heartbeat
link between the Firewalls. The heartbeat link allows the devices to:

* Track each others’ operating status.
* Agree on the division of work.
* Exchange information on traffic.
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Positioning Firewalls

The Firewall is a perimeter defense, positioned between networks with different security levels.

Firewalls generally control traffic between:

* External networks (the Internet) and your internal networks.
* External networks (the Internet) and DMZ (demilitarized zone) networks.
* Between internal networks (including DMZs).

Firewalls separate the different networks by enforcing rules that control access from one network to another.

Figure 5: The Firewall in different types of network segments

Restricted

Network
External
Networks ) .
Firewall Firewall

Not all organizations necessarily have all types of networks that are shown here. One Firewall can cover
all enforcement points simultaneously if it is practical in the network environment and compatible with the
organization’s security requirements.

In multi-layer deployment, a Firewall can have both layer 2 physical interfaces and layer 3 physical interfaces.
Layer 2 interfaces on Firewalls allow the engine to provide the same kind of traffic inspection that is supported on
IPS engines and Layer 2 Firewalls.
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Figure 6: The Firewall in a multi-layer deployment
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Using firewalls to separate internal and
external networks

The most common and most important use for a firewall is to separate internal networks from the public Internet.

Table 4: External network considerations for firewalls

_ Description Implications on Firewalls

Main purpose Connectivity between the protected | The Firewall selects which traffic is permitted into
and public networks. and out of the internal networks and translates
addresses between internal IP addresses and public
IP addresses. The Firewall is typically also a VPN

endpoint.

Hosts Only equipment directly connected | The communicating hosts in external networks are
to the public network, such as unknown in many cases. IP address spoofing is a
routers and the Firewall. possibility. External hosts can be trusted if they are

identified using VPN authentication mechanisms.

Users Access to this network is open, Internal users are known and trusted. Users in
but local access to the hosts is public networks are unknown and untrusted. VPN
restricted to the administrative staff | authentication and encryption can be used to allow
only. specific users access from external networks to

internal resources.

Traffic volume Varies from low to high, generally Hardware requirements vary depending on the
the full bandwidth of all Internet environment. Clustering allows flexible firewall
links combined. throughput adjustments. Multi-Link allows High
Availability and load balancing for outbound
connections. QoS Policies can control the bandwidth

use.

Traffic type Any type of traffic can be The Firewall controls which traffic is allowed into your
encountered, especially in incoming | networks. It is beyond the Firewall’s control what and
traffic. how much traffic it receives from the public networks.
Some filtering is done by the Advanced inspection checks can be activated on the
Internet service provider. Firewall and on an external content inspection server

depending on the protocol.

Network security | Little or no access controls to Ensure the Firewall’s policy is as restrictive as
pre-filter traffic arriving from the possible. Generally, new connections are not allowed
Internet. Ensure that the hosts in from the external to the internal networks (servers

this network are security-hardened | for external services are placed in DMZs). After use,
and actively patched against known | disable SSH access to the Firewall's command line
vulnerabilities. from external networks.
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Using firewalls to separate internal networks

Internal networks are mixed environments with servers and end-user computers. Firewalls restrict traffic between
the different internal networks, but traffic within each network is often not secured in any significant way.

Table 5: Internal network considerations for firewalls

_ Description Implications on Firewalls

Main purpose Network services and connectivity | Internal networks transfer confidential data but can be
for authorized end users. Back-end | permissive for the traffic within the network. Firewalls
servers that serve other networks can control access between different internal networks
and user groups. to enforce different security levels and prevent some

types of network threats.

Hosts Mixed environment consisting of Network communications of the servers and the end-
servers, laptops, desktops, network | user computers differ in characteristics. Hosts can be
printers, and copiers. actively maintained and patched to reduce some types

of risks. Access between networks can be restricted
based on the type of host. Firewall logs provide a
record of network use and alerts can be configured for
unusual connection attempts.

Users Authorized personnel. Users can be considered trusted, but on various levels.
The Firewall authenticates users for access between
internal networks that have different security levels.

Traffic volume Varies from low to high. Grows Installation at network choke-points often requires
highest at network choke-points in | high-performance hardware. Clustering can provide
large environments. load balancing and High Availability in critical

locations.

Traffic type Diverse, with many different The Firewall policy must balance users’ demands for
applications communicating within | a wide range of different services with the need to
and in/ out of the network. keep the internal networks safe. Advanced inspection

features further inspect permitted communications.

Network security | A “trusted network” where the users | The Firewall establishes boundaries between networks
and the traffic are considered to be | to protect sensitive data and essential services.
authorized. Availability of network services sometimes overrides

security.
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Using firewalls to separate DMZ networks

DMZ networks (demilitarized zone networks, also known as perimeter networks) are isolated environments for

servers that offer services mainly for external access.

Table 6: DMZ considerations for firewalls

_ Description Implications on Firewalls

Main purpose DMZs provide a limited number of
services, mostly for external users.
The services are often business-

critical and open for public access.

Hosts A uniform environment consisting
mainly of servers that often provide
public or semi-public services.

Users Mostly unknown, but some

services can be for specific
users. Administrators have wider
permissions.

Traffic volume Low to medium, generally the

full bandwidth of all Internet links
combined (shared with other local
networks). Traffic to other local

networks can be high in volume.

Traffic type Rather uniform traffic, with only
specific applications and servers
communicating within, into, and out

of the networks.

A network between the trusted and
untrusted security zones allowing
access for authorized and public
use.

Network security

The Firewall selects which traffic is permitted into
and out of the DMZs. The Firewall typically also
translates IP addresses from public IP addresses
that are routable in the external networks to private
addresses used in internal networks. VPNs can be
used to provide services for partner-type users.

A limited number of services are provided to an often
large number of hosts. Some types of administrative
access are allowed to a few specific trusted hosts.

Users are often unknown or authenticated by the
target servers themselves. Firewall authentication
can be useful for restricting administrator rights from
internal networks.

Hardware requirements vary depending on the
environment. Clustering allows flexible adjustments to
throughput. The inbound traffic management features
can balance traffic between redundant servers.

The Firewall controls which traffic is allowed access
in and out of each DMZ from external and internal
networks. Usually, only a few specific services have
to be allowed. Advanced inspection checks can be
activated on the Firewall and on an external content
inspection server depending on protocol.

External access to services makes the servers in a
DMZ a target for attacks. Connections between the
DMZ networks and to other internal networks facilitate
further attacks, so these connections must be strictly
controlled.

Post-installation steps for Forcepoint
NGFW in the Firewall/VPN role

There are some steps to follow after you have completed the installation, installed a basic policy, and turned the

Firewalls online.

Note: The configuration information is stored on the Management Server. Most changes are

(4

transferred to the engines only when you install or refresh the Firewall Policy.
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The basic administration tasks you must learn or complete next include the following:

* Read and control the operating state of Firewall engines.
* Adjust the automatic tester that monitors the operation of the Firewalls and the surrounding network.
» Develop your Firewall Policies further.

The most typical customization steps include:

* Configure multiple network connections for load-balanced, highly available networking.
* Configure traffic management for incoming connections to groups of servers.

* Set up bandwidth management and traffic prioritization policies.

» Configure the firewall to use external content inspection servers.

* Configure secure connectivity between different locations and for traveling users.

Cable connection guidelines for
Firewalls

The cabling of Firewalls depends on the engine type and the installation.

Make sure that all copper cables are correctly rated (CAT 5e or CAT 6 in gigabit networks).

If you have a two-node Firewall Cluster, it is recommended to use a crossover cable without any intermediary
devices between the nodes. If you use an external switch between the nodes, follow these guidelines:

* Make sure that portfast is enabled on the external switches.

* Make sure that the speed/duplex settings of the external switches and the Firewall devices are set to Auto.
* Configure the external switches to forward multicast traffic.

For layer 2 physical interfaces on Firewalls, follow these cable connection guidelines:
* Capture interfaces — Follow the cable connection guidelines for IPS and Layer 2 Firewalls.

* Inline IPS interfaces — Follow the cable connection guidelines for IPS.
* Inline Layer 2 Firewall interfaces — Follow the cable connection guidelines for Layer 2 Firewalls.

Related concepts
Cable connection guidelines for IPS and Layer 2 Firewalls on page 87
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Supported platforms for Forcepoint NGFW deployment on page 65

Running NGFW Engines as Master NGFW Engines on page 66

Hardware requirements for installing Forcepoint NGFW on third-party hardware on page 66
Guidelines for deploying IPS engines and Layer 2 Firewalls on page 67

Positioning IPS engines and Layer 2 Firewalls on page 68

Deploying IPS engines in IDS or IPS mode on page 71
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Layer 2 Firewall deployment example on page 86

Post-installation steps for Forcepoint NGFW in the Layer 2 Firewall role on page 86
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Speed and duplex settings for NGFW Engines on page 90

The positioning of an IPS engine or Layer 2 Firewall depends on the network environment and the function of the IPS
engine or Layer 2 Firewall.

Supported platforms for Forcepoint
NGFW deployment

You can run NGFW Engines on various platforms.
The following general types of platforms are available for NGFW Engines:

* Purpose-built Forcepoint NGFW appliances
E Note: For information about supported appliance models, see Knowledge Base article 9743.

*  VMware ESX and KVM virtualization platforms

* Microsoft Hyper-V virtualization platform (Firewall/VPN role only)
* Microsoft Azure cloud (Firewall/VVPN role only)

*  Amazon Web Services (AWS) cloud (Firewall/\VPN role only)

* Third-party hardware that meets the hardware requirements
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The NGFW Engine software includes an integrated, hardened Linux operating system. The operating system
eliminates the need for separate installation, configuration, and patching.

Running NGFW Engines as Master
NGFW Engines

There are some hardware requirements and configuration limitations when you use an NGFW Engine as a
Master NGFW Engine.

Running the NGFW Engine as a Master NGFW Engine does not require a third-party virtualization platform.
When you run Forcepoint NGFW as a Master NGFW Engine, the Forcepoint NGFW hardware provides the virtual
environment and resources for the hosted Virtual NGFW Engines. You must always install the Forcepoint NGFW
software on a hardware device to run the NGFW Engine as a Master NGFW Engine.

You can run Master NGFW Engines on the following types of hardware platforms:

* Purpose-built Forcepoint NGFW appliances with 64-bit architecture

* Third-party hardware with 64-bit architecture that meets the hardware requirements

The following requirements and limitations apply when you use an NGFW Engine as a Master NGFW Engine:
* Each Master NGFW Engine must run on a separate 64-bit physical device.

e All Virtual NGFW Engines hosted by a Master NGFW Engine or Master NGFW Engine cluster must have the
same role and the same Failure Mode (fail-open or fail-close).

* Master NGFW Engines can allocate VLANSs or interfaces to Virtual NGFW Engines. If the Failure Mode of
the Virtual IPS engines or Virtual Layer 2 Firewalls is Normal (fail-close) and you want to allocate VLANs to
several engines, you must use the Master NGFW Engine cluster in standby mode.

Hardware requirements for installing
Forcepoint NGFW on third-party
hardware

There are some basic hardware requirements when you run Forcepoint NGFW on third-party hardware.

CAUTION: Check that the Automatic Power Management (APM) and Advanced Configuration
and Power Interface (ACPI) settings are disabled in BIOS. Otherwise, the engine might not start
after installation or can shut down unexpectedly.

CAUTION: The hardware must be dedicated to the Forcepoint NGFW. No other software can be
installed on it.

The following basic hardware requirements apply:

*  (Recommended for new deployments) Intel® Xeon®-based hardware from the E5-16xx product family or
higher
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E Note: Legacy deployments with Intel® Core™2 are supported.

IDE hard disk and CD drive
E Note: IDE RAID controllers are not supported.

*  Memory:
* 4 GB RAM minimum for x86-64-small installation
* 8 GB RAM minimum for x86-64 installation
*  VGA-compatible monitor and keyboard
* One or more certified network interfaces for the Firewall/\VVPN role
*  Two or more certified network interfaces for IPS with IDS configuration
* Three or more certified network interfaces for Inline IPS or Layer 2 Firewall

Guidelines for deploying IPS engines
and Layer 2 Firewalls

There are some general deployment guidelines for IPS engines, Layer 2 Firewalls, and the Security Management
Center (SMC).

Naturally, there are valid reasons to make exceptions to these general rules depending on the actual network
environment.

Table 7: General guidelines for IPS and Layer 2 Firewall deployment

Component | General Guidelines

Management | Position on a central site where it is physically accessible to the administrators responsible for
Server maintaining its operation.

Log Servers Place the Log Servers centrally and locally on sites as needed based on log data volume and
administrative responsibilities.

Management | Management Clients can be used from any location that has network access to the
Clients Management Server and the Log Servers.

IPS engines Position IPS engines at each location so that traffic in all appropriate networks can be
inspected.
IPS engines can be clustered. Functionally, the IPS Cluster is equal to a single high-
performance IPS engine. Cluster deployments set up heartbeat links between the IPS engines.
The heartbeat links allow the devices to track each others’ operating status and agree on the
division of work.

Layer 2 Position Layer 2 Firewalls at each location so that traffic in all appropriate networks can be
Firewalls inspected.
Layer 2 Firewalls can be clustered for High Availability. Only one Layer 2 Firewall node in the
Layer 2 Firewall Cluster is active at a time. If the active Layer 2 Firewall node goes offline,
another Layer 2 Firewall node automatically starts processing traffic.
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General Guidelines

Master NGFW | Position the Master NGFW Engines where Virtual NGFW Engines are needed. For example, at

Engines a hosting location for MSSP services or between networks that require strict isolation. Master
NGFW Engines can be clustered. A clustered Master NGFW Engine provides scalability and
High Availability. In a Master NGFW Engine Cluster, the Virtual Resource is active in one
Master NGFW Engine at a time. Cluster deployments set up heartbeat links between the
engines. The heartbeat links allow the devices to track each others’ operating status, agree on
the division of work, and exchange information on traffic.

Positioning IPS engines and Layer 2
Firewalls

IPS and Layer 2 Firewall engines pick up passing network traffic for inspection in real time. The positioning of the
engines is the most critical part of the deployment.

Each engine can inspect the network traffic of one or more network segments in IDS and IPS configurations.

The following table describes the modes for IPS engines and Layer 2 Firewalls.

Table 8: Modes for IPS engines and Layer 2 Firewalls

Allows everything | Inline In inline (IPS) mode, an IPS engine actively filters traffic. The
that is not IPS engine is connected as a “smart cable” between two network
explicitly denied devices, such as routers and a switch. The IPS engine itself

in the policy. does not route traffic: packets enter through one port, are

inspected, and exit through the other port that makes up the pair
of Inline Interfaces. Failover network interface cards (NICs) are
recommended on the IPS engine to allow network connectivity
when the IPS engine is offline. An inline IPS engine can also
transparently segment networks and control network access.

Capture In capture (IDS) mode, an IPS engine listens to network traffic
that is replicated to the IPS engine through:
*  Port mirroring (switch SPAN ports)
* Dedicated network TAP devices

Layer 2 Denies everything | Inline In inline (IPS) mode, a Layer 2 Firewall engine actively filters

Firewall that is not traffic. The engine is connected as a “smart cable” between
explicitly allowed two network devices, such as routers. The engine itself does
in the policy. not route traffic: packets enter through one port, are inspected,

and exit through the other port that makes up the pair of Inline
Interfaces. Fail-open network interface cards (NICs) can only be
used on the Layer 2 Firewall if the Failure Mode of the pair of
Inline Interfaces is Normal. An inline Layer 2 Firewall can also
transparently segment networks and control network access.

Capture In capture (Passive Firewall) mode, a Layer 2 Firewall listens to
(Passive network traffic that is replicated to the Layer 2 Firewall through
Firewall) port mirroring (switch SPAN ports).
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Passive A Layer 2 Firewall installs inline between two network devices,

Inline such as routers and a switch, but does not filter traffic. An
inline Layer 2 Firewall can be set to Passive Firewall mode by
configuring the Layer 2 Firewall to only log connections.

The same IPS engine can be used for both IPS and IDS operation simultaneously. For example, an IPS engine

can be deployed inline to examine traffic from one network to another and capture traffic that stays within each
network.

Take the following into consideration when you decide where to install the engines:

e The critical assets to be protected and the potential attack paths.

* The most suitable locations along the attack path for detecting and responding to attack attempts to protect
the assets.

* The volume and profile of traffic to be inspected at each location.
Select the engine role based on the way the engine handles inspected traffic:

* Use a Layer 2 Firewall if traffic must be denied unless it is explicitly allowed.
* Use an IPS engine if traffic must be allowed unless it is denied.

Figure 7: Example of positioning engines in different network segments
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The illustration outlines common deployment scenarios for IPS engines in general internal networks and in
DMZ networks. Layer 2 Firewalls can be used in similar scenarios. IPS engines and Layer 2 Firewalls are not
necessarily needed at each of these points in all environments. A single IPS engine or a single Layer 2 Firewall
can also cover several or even all scenarios simultaneously if the physical setup makes it practical.

Internal
Networks
IPS

Department B
Intranet

Positioning IPS engines and Layer 2 Firewalls
in internal networks

In internal networks, access is permissive for purely internal communications, but there are strict controls at the
perimeter firewall that separates the internal network from public networks.

Inbound traffic from public networks to internal networks is forbidden with few exceptions.
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Table 9: Internal network considerations for IPS engines and Layer 2 Firewalls

_ Considerations for IPS engines and Layer 2 Firewalls

Main purpose | Network services and
connectivity for authorized
users. Back-end servers that
serve other networks and user
groups.

Hosts Mixed environment consisting
of servers, laptops, desktops,
network printers, and copiers.

Users Authorized personnel. Access
in and out of the network
controlled by a Firewall.

Traffic volume | Varies from low to high.
Grows highest at network
choke-points in large
environments.

Traffic type Diverse with many different
applications communicating
within and in/ out of the

network.
Network A “trusted network” where
security the users and the traffic are

considered to be authorized.

IPS engines and Layer 2 Firewalls can be used within internal
networks and for strengthening the perimeter defense with
additional layers of inspection.

IPS engines and Layer 2 Firewalls can control access between
internal hosts uncontrolled by other devices. Connections
between internal network zones are of particular interest for
inspection.

End-user-controlled devices can be distinguished from other
hosts to create more accurate and fine-grained rules.

Installation at network choke-points where traffic levels are
high requires high-performance hardware. Clustering and load
balancing can be applied to increase performance and provide
High Availability in critical locations.

A wide range of permitted applications means that the policy
has a wide scope. Access control and inspection can be fine-
tuned based on the security levels of the different network
segments or zones. TLS inspection can be activated to inspect
SSL/TLS encrypted traffic. The IPS engines and Layer 2
Firewalls can also detect and control Application use.

The primary line of defense is at the perimeter.
It is possible that authorized users in the trusted network
become willingly or accidentally involved in a security incident.

Positioning IPS engines and Layer 2 Firewalls

in DMZ networks

DMZ networks (demilitarized zone networks, also known as perimeter networks) allow inbound access to a wide
range of users, but are unified environments in terms of devices.

The services offered are limited in number as well and their allowed usage is often strictly defined.

Table 10: DMZ considerations for IPS engines

Main purpose | DMZs provide a limited
number of services for
external users. The services
are often business-critical and
open for public access.

DMZs are a tempting target for attacks because of their
accessibility, importance, and visibility. IPS engines provide
crucial protection in DMZs, unless the DMZs are already
protected by firewalls.
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Hosts Often a uniform environment | Most sources are not trusted and IP address spoofing is
consisting mainly of servers. | a possibility. Internal networks can be considered more
No outbound communication | trustworthy if there is a Firewall that prevents IP address
is initiated from the DMZ to spoofing.
the public networks.

Users Most services are public, but | For recognized users, allowed and forbidden activities can be
some services might also specified in great detail for each type of access.
be offered to specific users.
Administrators have wider
permissions.

Traffic volume | Low to medium, generally the | Hardware requirements vary greatly depending on the
full bandwidth of all Internet environment. Clustering allows flexible adjustments to the
links combined (shared with inspection performance.
other local networks). Traffic
to other local networks can be
high in volume.

Traffic type Rather uniform traffic, with The limited, well-defined set of protocols and applications
only well-known applications | means inspection can be tuned in great detail. If servers
and servers communicating provide HTTPS services, decrypting the traffic for inspection
within and into the networks. | might require heavy processing.

Network A network between the trusted | External access to services makes the servers in a DMZ a
security and untrusted security zones | tempting target for attacks. Connections between the DMZs
allowing access for authorized | and other networks facilitate further attacks.

and public use.

Deploying IPS engines in IDS or IPS
mode

IPS engines can be configured in IPS mode or IDS mode.

IPS deployment in IDS mode

One of the options in IDS mode is to use network TAP devices that copy packets for the IPS engines.

In an IPS Cluster, all nodes must receive all packets. The nodes agree over the heartbeat link which node
inspects which connections.

Deploying Forcepoint NGFW in IPS and Layer 2 Firewall roles | 71



Forcepoint Next Generation Firewall 6.3 | Product Guide

Figure 8: Single IPS in IDS mode with a network TAP
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Figure 9: IPS Cluster in IDS mode with network TAPs
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Figure 10: Single IPS in IDS mode with a network TAP and an interface for sending resets
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1 A pattern in captured traffic triggers the reset.

2 IPS sends a reset within the same broadcast domain to each communicating host posing as the other
host by using its IP address and MAC address.

Figure 11: IPS Cluster in IDS mode with network TAPs on a redundant link
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1 Switches balance traffic across redundant links.

2 Links are combined into a Logical Interface to inspect whole connections.

Deploying Forcepoint NGFW in IPS and Layer 2 Firewall roles | 74



Forcepoint Next Generation Firewall 6.3 | Product Guide

Packets can also be duplicated for inspection through a SPAN or mirror port on a switch/router. In an IPS Cluster,
each node must be connected to a SPAN or mirror port of its own. Hubs are not recommended, but you can

use hubs in configurations where the low performance of a hub is not an issue. For example, in a basic testing
environment.

Figure 12: IPS Cluster in IDS mode with SPAN/mirror ports
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An IPS Cluster can be deployed alongside a Firewall Cluster. In this configuration, the IPS Cluster is in the same
broadcast domain as the Firewall.

Figure 13: IPS connected to SPAN ports alongside redundant switches
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In a redundant disaster-recovery setup, Firewall Cluster nodes can be far apart. The IPS engines are not
clustered in this configuration, but they have identical policies.
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Figure 14: Single IPS engines in a distributed disaster-recovery environment
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IPS deployment in IPS mode

In an inline IPS configuration, the IPS engines are installed directly in the traffic path.

Fail-open network cards are recommended to allow traffic flow when the IPS engines are offline.

CAUTION: Always use standard cabling methods with an inline IPS engine. Use crossover
cables to connect the appliance to hosts and straight cables to connect the appliance to switches.
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Figure 15: Single inline IPS engine
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Figure 16: Serial IPS Cluster
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The same node handles the packets within a connection.

Figure 17: Redundant single inline IPS engines alongside a Firewall Cluster
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IPS engines are connected alongside each individual Firewall engine. The IPS engines have the same policy, but
they are not clustered.

E Note: In this deployment scenario, the Medium-Security Inspection Policy must be used on the
" IPS engines.

Related concepts
Cable connection guidelines for IPS and Layer 2 Firewalls on page 87

IPS deployment examples

These examples show how to deploy Forcepoint NGFW in the IPS role in an organization.

The scenario presented here is not meant to be representative of a typical installation. The main focus here
is to highlight some of the criteria that you can use when planning your deployment. The example covers
considerations that affect most installations, but is not an exhaustive list of the factors you might need to
consider. The IPS system could be deployed in alternative ways even in this example scenario, depending on
issues that are not covered here, such as the physical layout of the individual local networks, the hardware
available, and budget constraints.
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This example explains the IPS deployment at a company that has three offices: headquarters in London, a
branch office in Munich and a small satellite office in Vienna.

Figure 18: The example company’s networks
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All offices have IPS components. There are also SMC components at the two larger sites. The example company
has some critical assets to protect and some of the networks experience a heavy traffic load. The example
company has decided on a High Availability solution for most locations and acquired the following components:

* Three IPS engines
* One Management Server
* Two Log Servers

Example: large-scale IPS installation

The following is an example of a large-scale installation with two Single IPS engines.

The example company’s main office at London has many end users and servers. The servers host nearly all
company external services and receive a high volume of traffic. The large end-user base generates a high
volume of network traffic as well. There are many different applications and protocols in use, resulting in a diverse
traffic pattern. The most important asset that the company wants to protect at its headquarters are the web
servers hosting the company’s online store. The main system administrators work at the main office site.
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Figure 19: Headquarters in London
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In this case, the company has made the following decisions:

* Because most of the administrators are at this site, the Management Server that controls the whole distributed
system is located here.

* There are many administrators and components, so there is also a Log Server here.

» Several DMZs for different services handle a high total volume of traffic. Part of the traffic is encrypted HTTPS,
which uses significant processing power to decrypt for inspection. As the overall load is heavy, the company
decided to protect the DMZs using a dedicated high-performance Forcepoint NGFW appliance.

* A separate single IPS is installed to protect the diverse high-volume communications of the internal networks.
*  The Management Server and the Log Server are placed in a dedicated DMZ for security.

Example: medium-scale IPS installation

The following is an example of a medium-scale installation with an IPS Cluster.

The example company’s branch office at Munich has a moderate number of end-user clients. Some services are
only offered at the London headquarters and used remotely through a VPN. There are still many local servers,
but mostly for internal and partner use. Also, there are some administrators at this location who are responsible
for the:

* Daily upkeep of the office infrastructure
* Small satellite office in Vienna
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Figure 20: Large branch office in Munich
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In this case, the company has made the following decisions:

* Because there are administrators who browse logs extensively at this site, there is a dedicated Log Server
here.

* One IDS is installed to inspect the network traffic in a DMZ that supports partner access.
* The IPS Cluster is placed in a dedicated DMZ for security.

Example: small-scale IPS installation

The following is an example of a small-scale installation with a Single IPS engine.

The example company’s small satellite office at Vienna has a relatively low number of end-user clients, and
there are no servers of any major significance. Users rely mostly on the services at the Munich office, which they
access through a VPN. Also, the users have direct Internet access for general web browsing. There are no local
administrators. Administrators in Munich manage the systems remotely.

Figure 21: Small satellite office in Vienna
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To inspect the low-volume traffic that the end users’ Internet and VPN-bound communications generate, the
company installs a Single IPS at the office. Since there are no local administrators and the traffic volumes are
low, the logs are sent to the Munich Log Server. When the logs are sent to the Munich Log Server, it is quick and
easy for the responsible administrators there to view and manage the data.
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Post-installation steps for Forcepoint
NGFW in the IPS role

There are some steps to follow after you have completed the installation, installed a basic policy, and turned the
IPS engines online.

E Note: The configuration information is stored on the Management Server. Most changes are
4 . . o
transferred to the engines only when you install or refresh the IPS policy.

The basic administration tasks you must learn or complete next include the following:

* How to read and control the operating state of IPS engines.
* Adjusting the automatic tester that monitors the operation of the IPS engines and the surrounding network.

After you have installed your first IPS policy, your next task is gathering information about the events detected

in your networks during a “tuning period”. Once you have enough information on what kind of traffic — malicious
and harmless — can be seen in your network, you can edit your policies to improve the detection accuracy and to
get rid of false alarms. The most typical customization steps include:

» Creating your own policy or policy template.

* Editing the Ethernet rules, Access rules, and Inspection rules.

* Creating your own custom Situations.

Deploying Layer 2 Firewalls in IPS or
Passive Firewall mode

Layer 2 Firewalls can be configured in IPS mode or Passive Firewall mode.

Layer 2 Firewall deployment in IPS mode

In an IPS configuration, the Layer 2 Firewalls are installed inline directly in the traffic path.

CAUTION: Always use standard cabling methods with an inline Layer 2 Firewall. Use crossover
cables to connect the appliance to hosts and straight cables to connect the appliance to switches.
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Figure 22: Single inline Layer 2 Firewall
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Figure 23: Active/Standby Layer 2 Firewall Cluster
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Related concepts
Cable connection guidelines for IPS and Layer 2 Firewalls on page 87

Layer 2 Firewall deployment in Passive Firewall
mode

In Passive Firewall mode, a Layer 2 Firewall inspects but does not actively filter traffic.

Layer 2 Firewalls can be deployed in Passive Firewall mode in two ways:
* In capture mode to inspect packets that have been duplicated for inspection through SPAN or mirror ports.
* In passive inline mode by setting the engine to only log connections by default.

In a capture mode installation, packets are duplicated for inspection through a SPAN or mirror port on a switch/
router. In a Layer 2 Firewall Cluster, each node must be connected to a SPAN or mirror port of its own.
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Figure 24: Passive Firewall: a Single Layer 2 Firewall in capture mode with SPAN/mirror ports
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When you select Only Log Connection mode for the global Default Connection Termination, you can deploy
Layer 2 Firewalls in Passive Firewall mode in an inline configuration.

Figure 25: Passive Firewall: a Single Layer 2 Firewall in passive inline mode
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Layer 2 Firewall deployment example

This example shows how to deploy Forcepoint NGFW in the Layer 2 Firewall role in an organization.

The scenario presented here is not meant to be representative of a typical installation. The main focus here is to
highlight some of the criteria that can be used in planning deployment. The example covers considerations that
affect most installations, but does not comprise an exhaustive list of all factors that you might need to consider.
The Layer 2 Firewalls can be deployed in alternative ways in this example scenario. For example, depending

on issues that are not covered here, such as the physical layout of the individual local networks, the hardware
available, and budget constraints.

Single Layer 2 Firewall example

This example uses a Single Layer 2 Firewall in an organization that has a large internal network. Administrators
want to prevent hosts connected to different switches in the same network segment from communicating directly
at the protocol level. Using the Layer 2 Firewall makes it possible to implement access control for any Ethernet
protocols between switches within the same network segment. There is no need to change the network topology.

Figure 26: Single Layer 2 Firewall in an intranet
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Post-installation steps for Forcepoint
NGFW in the Layer 2 Firewall role

There are some steps to follow after you have completed the installation, installed a basic policy, and turned the
Layer 2 Firewall engines online.

E Note: The configuration information is stored on the Management Server. Most changes are
" transferred to the engines only when you install or refresh the Layer 2 Firewall Policy.

The basic administration tasks you must learn or complete next include the following:
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* How to read and control the operating state of Layer 2 Firewall engines.

* Adjusting the automatic tester that monitors the operation of the Layer 2 Firewalls and the surrounding
network.

After you have installed your first Layer 2 Firewall Policy, your next task is gathering information about the events
detected in your networks during a “tuning period”. Once you have enough information on what kind of traffic

— malicious and harmless — can be seen in your network, you can edit your policies to improve the detection
accuracy and to get rid of false alarms. The most typical customization steps include:

* Creating your own policy or policy template.

» Editing the Ethernet rules, Access rules, and Inspection rules.

* Creating your own custom Situations.

Cable connection guidelines for IPS and
Layer 2 Firewalls

The cabling of IPS engines and Layer 2 Firewalls depends on the engine type and the installation.
Make sure that all copper cables are correctly rated (CAT 5e or CAT 6 in gigabit networks).

Follow standard cable connections with inline IPS engines and Layer 2 Firewalls:

* Use straight cables to connect the IPS engines and Layer 2 Firewalls to external switches.
* Use crossover cables to connect the IPS engines and Layer 2 Firewalls to hosts (such as routers or Firewalls).

E Note: Fail-open network interface cards support Auto-MDIX, so both crossover and straight
" cables might work when the IPS engine is online. However, only the correct type of cable allows
traffic to flow when the IPS engine is offline and the fail-open network interface card is in bypass
state. It is recommended to test the IPS deployment in offline state to make sure that the correct
cables are used.

Cable connections for Master NGFW Engines that host Virtual IPS engines or Virtual Layer 2 Firewalls follow the
same principles as the connections for inline IPS engines and Layer 2 Firewalls.
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Figure 27: Correct cable types for Single IPS engines and Single Layer 2 Firewalls
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Figure 28: Correct cable types for Serial IPS Clusters
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Figure 29: Correct cable types for Active/Standby Layer 2 Firewall Clusters
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Figure 30: Correct cable types for Serial Virtual IPS Clusters
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Figure 31: Correct cable types for Active/Standby Virtual Layer 2 Firewall Clusters
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Speed and duplex settings for NGFW

Engines

Mismatched speed and duplex settings are a frequent source of networking problems.

The basic principle for speed and duplex settings is that network cards at both ends of each cable must have
identical settings. This principle also applies to the automatic negotiation setting: if one end of the cable is set to
auto-negotiate, the other end must also be set to auto-negotiate and not to any fixed setting. Gigabit standards
require interfaces to use auto-negotiation. Fixed settings are not allowed at gigabit speeds.

For Inline Interfaces, the settings must be identical on both links within each Inline Interface pair. Use identical
settings on all four interfaces, instead of just matching settings at both ends of each cable (two + two interfaces).
If one of the links has a lower maximum speed than the other link, the higher-speed link must be set to use the

lower speed.
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Figure 32: Speed/duplex settings
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PART lli
Setting up

Contents

e Using the Management Client on page 95

*  Network address translation (NAT) and how it works on page 117
e Configuring system communications on page 121

* Managing elements on page 141

After deploying the SMC components, you are ready to start using the Management Client and carrying out some of
the first configuration tasks.
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@ CHAPTER 7
Using the Management Client

* Management Client and how it works on page 95

* Log on to the SMC on page 102

*  Customize the Management Client layout on page 102

*  Bookmark Management Client views on page 103

e Change the logon view on page 106

e Centralized management of global system settings on page 106

*  View, approve, and commit pending changes on page 107

e Create logon banners for administrators on page 108

e Change the default language of the Management Client on page 109
e Using search features on page 109

e Communicating with other administrators on page 113

e Use Tools Profile elements to add commands to elements on page 114
* Use the online Help locally on page 115

The Management Client provides the user interface for setting up, managing, and monitoring all features in the SMC.

Management Client and how it works

Use the Management Client for configuring, controlling, and monitoring the Security Management Center (SMC).

You can manage the NGFW Engines in the Management Client. You can also use the Management Client to
monitor third-party devices.

The Management Client offers several task-specific views. There are alternative ways to switch between the
different views:
*  The main menu and the toolbar shortcuts are always available.

* More links are provided, for example, in the right-click menus of elements and in the logs. You can also
bookmark your most frequently visited views.

You have several options for opening a new view:
* Clicking a link or main toolbar icon replaces the current view with the new one.

* Clicking while holding the Ctrl key opens the new view as a new tab.
* Clicking while holding the Shift key opens the new view as a new window.

To open a new empty tab, click + New Tab on the right of the previous tab. You can also use the keyboard
shortcut Ctrl+T. From the list of views that opens, select the view to be shown in the new tab.

Using the Management Client | 95



Forcepoint Next Generation Firewall 6.3 | Product Guide

Related concepts

Introduction to elements on page 141

Getting started with monitoring the system on page 171
Overviews and how they work on page 189

Getting started with the Logs view on page 235

System monitoring tools in the Management Client on page 172
What the Logs view shows on page 96

What the Configuration view shows on page 100

The Policy Editing view on page 101

Reporting on page 101

Related tasks
Change the logon view on page 106

What the Logs view shows

The Logs view can show entries generated by any SMC components and third-party components that send data
to the SMC.

The logged data includes alert and audit entries (depending on administrator rights). You can filter the display by
any combination of details that exist in the records. There are four different arrangements: Records, Statistics,
Details, and Log Analysis.

Records arrangement

The Records arrangement allows you to view selected details of many entries at a time. The columns in the table
are fully customizable. This default view arrangement displays logs as a table. The Query pane allows you to
select data to display.
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Logs

x |+

Figure 33: The Logs view in the Records arrangement
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Statistics arrangement

The Statistics arrangement allows you to generate basic summaries of the log data currently displayed in the
Logs view. The basic summaries are similar to the charts in overviews, and include the ability to drill into the logs
through individual chart items.
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Figure 34: Statistics arrangement
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Details arrangement

The Details arrangement gives an overview of an individual log entry.
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Figure 35: Details arrangement
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Log Analysis arrangement

The Log Analysis arrangement provides various tools to analyze and visualize log data. For example, you can
combine logs by service or situation, sort logs by column type, view the data as charts or diagrams. The various
tools make it easier to notice patterns and anomalies in traffic.
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Related concepts

Getting started with the Logs view on page 235

What the Configuration view shows

The Configuration view allows you to view, change, and add configuration information in the system.

There are branches in the Configuration view for NGFW Engine, Network Element, VPN, Administration,
Monitoring, and User Authentication configuration tasks.

The configurations are stored as elements, which are shown in a tree structure. Elements are created and

changed through the right-click menus that open when you right-click a tree branch or an element. The main level
of the branches contains the elements that change most often. Supporting and less frequently changed elements
can be found under the Other Elements branch.

*  The NGFW branch allows you to manage NGFW Engine elements and configure NGFW Engine policies.

* The Network Elements branch allows you to manage various hosts, networks, and servers.

*  The VPN branch allows you to configure VPNs, VPN Gateways, and SSL VPN Portals.

*  The Administration branch allows you to manage the system, including access rights, updates, licenses,
administrator accounts, and alert escalation.

* The Monitoring branch allows you to create statistical reports, diagrams, and configure more monitoring-
related features (such as third-party device monitoring).

*  The User Authentication branch allows you to configure user authentication and directory services, and
manage user accounts.
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Figure 36: NGFW branch of the Configuration view
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Related concepts
Introduction to elements on page 141

The Policy Editing view

The instructions for traffic handling are stored as rules in Policy elements. You can view and edit the rules in the

Policy Editing view.

You can open policies in two modes. Any number of administrators can simultaneously check the rules in preview
mode. When you open the policy in edit mode, the policy is locked for you exclusively.

The Policy Editing view has tabs for:
» Different types of rules in the policy

* Side pane for selecting and creating elements that you use in the rules

Related concepts
Getting started with policies on page 781

Reporting

The reporting feature allows you to create statistical summaries based on log data and stored statistical data. The
Reports can be viewed in the Management Client or exported automatically or manually.

Related concepts
Getting started with reports on page 263
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Log on to the SMC

The Management Client connects to the Management Server and to Log Servers.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

Select an existing Management Server IP address or DNS name, or click Add Server and enter an IP
address or DNS name.

In Demo Mode, select 127.0.0.1.

Enter the user name and password for the Administrator you defined during the Management Server or SMC
Appliance installation.

In Demo Mode, use the following credentials:
* User name — demo
* Password — demo

Click Log On.

Customize the Management Client layout

You can select different panes and view options through the = Menu > View menu. You can also change the
size of the text in various views.

Some layout options are specific to the currently active view, and some options are global. The layout is saved as
your preference for further use.

O Tip: Bookmark alternative layouts to quickly return to a specific view and layout at any later time.

Steps

1)

2)

To resize a pane, drag by the outer edge of the pane as usual when resizing.

To move a pane, drag by the title bar at the top like you would move a window.

You can move the panes in several positions that are highlighted as you drag the pane around. Drop the

pane where you prefer to have it. If the highlighted area completely covers some other pane, the second
pane adds a tab.

Logs x  +
Logs } B |1| N f, wStatistics ﬁCAnalyze Qv Query X
‘ Creation Time ‘ Sender ‘ Facility | Situation |Action ‘ =] Security Engine -
A{zowoszx 11:33:32 & London FW node 1 { ™ TCP_Segment-Invalid © Term| . . )
2016-09-21 11:33:32 & Algiers FW node 2 Packet filt...| ™ Connection_Allowed © Allow| Filter| Senders:All | Storage
2016-09-21 11:33:32 & Tunis FW node 2 Packet filt... ™ Connection_Discarded Oniscd B~ ™
2016-09-21 11:33:32 & Milan FW node 1 Packet filt...|™ Connection_Allowed @ Allo
2016-09-21 11:33:32 @ Milan FW node 2 Packet filt... ™ Connection_Allowed @ Allo
2016-09-21 11:33:33 @ Helsinki FW node 2 Packet filt... ™ Connection_Refused @ Refu:
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3) To temporarily hide a pane, select the collapse icon on the pane border.

= &, Configuration @ NGFW
- & NGFW
& NGFW Engines Name A
+ Policies € [ NGFW Engines]
+-- @ Other Elements (¥ [ Policies]
+-- (@) Network Elements [ Other Elements ]
+- Y VPN
+-- L} Administration

To expand the pane, click the icon again.

4) To change the size of the text in policies, Configuration views, or the Logs view, for example, select %
Tools > Text Size.

5) To restore the views to their defaults, select = Menu > View > Layout > Reset Layout.
The text size is not affected.

Bookmark Management Client views

Bookmark frequently used views and arrange bookmarks into folders to more easily find them.

Bookmarks can store many of the settings you have selected in views. For example, you can bookmark a Logs
view with particular filtering settings. Several windows and tabs can be stored behind a single click when you
combine bookmarks into Bookmark Folders.

Bookmarks in the default Shared Bookmarks folder are shown to all administrators that log on to the same
Management Server. Other bookmarks are private to the Management Clients of individual administrators.

Bookmark the current view in the Management
Client

You can create a bookmark for the currently active tab and other window-level elements in the configuration you
select.

Some view-specific options are stored in bookmarks. For example, the:
*  Currently active filter in the Logs view.
* Type of elements that are listed in a Configuration view at the time the bookmark is created.

Bookmarking is a main window action, so the properties dialog boxes for the various elements are never included
in the bookmark.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Arrange the view as you would like to see it when the bookmark is opened.
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2)

3)

4)

5)

6)

Select = Menu > Bookmark > Add Bookmark.

(Optional) The default name is taken from the bookmarked view’s title, but you can change the name in the
Name field. You can also add comments for your reference in the Comment field.

(Optional) Next to the In Folder field, click Select and select the folder where the bookmark is placed.
* The default Bookmarks creates the folder at the top level of the bookmarks tree.

* Select the Shared Bookmarks folder if you want other administrators to see this bookmark. All other
folders are private to your Management Client.

e Select the Toolbar folder or one of its subfolders to add the bookmark folder to the toolbar. If the Toolbar
folder is not available, activate the bookmarks toolbar.

(Optional) Deselect Window Layout if you prefer the bookmark to not change the layout of the window when
you open it.

Click OK.

Bookmark all open tabs in the Management
Client

You can create a Bookmark Folder that contains bookmarks for all tabs you have open in the same window.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)
2)
3)

4)

Open the tabs you want to bookmark in the same window.
Close any tabs you do not want to bookmark.
Select = Menu > Bookmark > Bookmark All Tabs.

Fill in the Bookmark Folder properties and click OK.

Create bookmark folders in the Management
Client

Bookmark folders organize bookmarks and make it easier to open several bookmarks at once.

The folders you create are also added as items under the = Menu > Bookmark menu.

Tip: You can bookmark all open tabs in a bookmark folder that is automatically created to contain
new bookmarks.
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StepS @ For more details about the product and how to configure features, click Help or press F1.

1)
2)
3)

4)

5)

Select = Menu > Bookmark > Manage Bookmarks.
Right-click Bookmarks in the tree, then select New Bookmark Folder.
Enter a name in the Name field. You can also add comments for your reference in the Comment field.

(Optional) Click Select next to the In Folder field, then select the folder where the bookmark is placed.
* The default Bookmarks creates the folder at the top level of the bookmarks tree.

* Select the Shared Bookmarks folder if you want other administrators to see this bookmark. All other
folders are private to your Management Client.

¢ Select the Toolbar folder or one of its subfolders to add the bookmark folder to the toolbar. If the Toolbar
folder is not available, activate the bookmarks folder.

Click OK.

Add bookmarks to the toolbar in the
Management Client

You can add your bookmarks to the toolbar under the shortcut icons.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

Select = Menu > View > Layout > Bookmark Toolbar.
The bookmark toolbar is shown under the toolbar icons.

2) Click the default New Toolbar Folder item.

3) Enter the name for the first folder to add to the toolbar and click OK.
The first folder appears in the toolbar. The Toolbar folder is added to the bookmark hierarchy, allowing you
to add, remove, and edit the bookmarks in the toolbar.

Next steps

Add bookmarks to the toolbar by storing the bookmark in the Toolbar folder or one of its subfolders. Move
existing bookmarks to the toolbar by dragging and dropping the bookmark or bookmark folder to the Toolbar
folder in the = Menu > Bookmark > Manage Bookmarks tree.
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Change the logon view

You can choose which view opens when you log on to the Management Client, replacing the default Home view.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Arrange the screen with the windows, tabs, and views you want to have open at each logon.

2)

Select = Menu > Bookmark > Save as Startup Session.

Centralized management of global
system settings

Use the Global System Properties dialog box to centrally manage global system settings and configure password
policy settings.

E Note: You can only change the settings when you are logged on to the Shared Domain.

The dialog box has four tabs:

Updates — Contains settings related to updates, upgrades, and licenses. Only administrators with Manage
Updates and Upgrades permissions can change these settings.

Change Management — Contains an option for enforcing an approval workflow. Only administrators with
unrestricted permissions (superusers) can change this setting.

Password Policy — Contains settings for password strength, password expiration, failed logons, and actions
related to temporary and long-term inactivity. Only administrators with Manage Administrator permissions can
change these settings.

McAfee Services — Contains an option for authorizing McAfee® Global Threat Intelligence™ (McAfee GTI)
and McAfee® Threat Intelligence Exchange (TIE) usage. Only administrators with unrestricted permissions
can enable McAfee GTI and Threat Intelligence Exchange.

Logon Banner — Contains the settings and text entry for the message displayed to all administrators in the
Select a Management Server logon screen.

E Note: The text from the banner also appears in the logon window of the SMC Appliance
" console and Web Portal.

Related tasks
Configure automatic updates and upgrades on page 1260
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View, approve, and commit pending
changes

You can view the configuration changes that you and other administrators have made before the new
configurations and policies are transferred to the NGFW Engines. If an optional approval workflow is enforced,
changes must be approved before they are transferred to the engines.

Before you begin

You must refresh the policy on the target engine or engines after an upgrade to NGFW 6.2 before you
can see the pending changes in the Management Client.

Pending changes are shown by default in the Home view for all engines and on the engine-specific home pages.

You can view, commit, and transfer pending changes to the engines. You can use pending changes to prevent
transferring configurations that are not complete. You cannot reject individual changes. If you want to override
a change, edit the element or policy again, then approve both changes. If a later change overrides an earlier
change, only the most recent change is transferred to the engine.

You can optionally enable an approval workflow in which an administrator must approve changes before they are
committed. For example, a supervisor or senior administrator can view and approve the changes made by other
administrators. Administrators with the following permissions can view the changes, approve the changes, and
transfer the configurations to the engines:

* Administrators that have the Approve Changes permission
* Administrators with unrestricted permissions (superusers)

By default, the same administrator who made the changes cannot approve the changes. You can optionally allow
administrators to approve their own changes.

You can approve pending changes individually, but you must commit all of the changes at the same time. You
can commit pending changes only when all changes have been approved.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) (Optional) To compare the pending changes to the engine's current policy, click View Changes on the home
page of the engine.

2) (Optional) To view recent policy uploads, click View Recent Commits. To return to the Pending Changes
pane, click View Pending Changes.

3) If an approval workflow is enforced, approve some or all pending changes.
* To approve an individual pending change, click the Approval Status checkmark icon for that change.
* To approve all changes, click Approve All.

4) To commit all pending changes and transfer them to the engine or engines, click Commit Changes.

Result

The changes made to configurations and policies by all administrators are transferred to the engines.
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Related concepts
What the Pending Changes pane shows on page 180

Related tasks
Enforce an approval workflow on page 356

Create logon banners for administrators

Create a banner text showing all administrators information about the selected Management Server.

Before you begin

You must be logged on as an administrator with unrestricted permissions on the Shared Domain to be
able to create logon banners.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select = Menu > System Tools > Global System Properties.
2) Click the Logon Banner tab.

3) Select Show Logon Banner.

E Note: The logon banner is not enforced by default.

4) Write the text for the logon banner. You can use HTML to format the text.

5) Click OK.
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Change the default language of the
Management Client

Each administrator can change the default language of the Management Client during installation or manually
after installation. The options are English and Japanese.

Before you begin

During a local installation of the SMC, you can set the default language of the Management Client to
English or Japanese in the installation wizard. Each administrator can select English or Japanese in the
logon dialog box when logging on to the Management Client.

Steps

1) To change the language after installation, locate the locale.properties file in the <user>/.stonegate/
user_locale folder.

2) Change the smc.locale.default setting in the locale.properties file to the language you want:
* snt. | ocal e. def aul t =] a for Japanese
* snc. | ocal e. def aul t =en for English

3) Save changes to the locale.properties file.

Using search features

You can search for elements, references to other elements, duplicate IP addresses, duplicate Service elements,
unused elements, users, and elements in the Trash.

E Note: Administrator permissions restrict which elements appear in the search results. Each
" administrator only sees elements for which they have permissions. If you use administrative
Domains, the search results only show elements in the Domain that you are currently logged in to,
and elements in the Shared Domain.

Use the search bar

The search bar is always shown at the top of the Management Client window. You can search for elements,
policies, and folders, for example.

The search results are grouped and ranked by relevance. When editing an element or a policy, you can drag-
and-drop elements from the search results list. You can also perform tasks from the search results. For example,
if you search for “password”, in the Actions category, you can change the Management Server database
password. If you search for the name of an engine, you can open the Engine Editor in preview mode.
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StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

Enter a search word or phrase in the search bar.

Stonesoft Management Center

To open the properties of an element in the search results, click the element.
If you click a policy or engine, the policy or engine opens in preview mode.

Tip: If you search for an element type, you can create a new element under the New

category.

To preview an element in the search results list, place the cursor over the element.

ng 20 of 46 Results.

Showing

B New Host ...
Hosts

& Atlanta_host 192.168.2.101

& host-100:2:102 100:2::102

& host-100:2::101 100:2:101

B Helsinki FW Radius host 10.8.0.21

& ALL-PIM-ROUTERS 224.0.0.13
Services

@ Hostif

® Hostmem

A\ Unctnnrf

Atlanta_host
Host

IP ADDRESS
192.168.2.101

Drill-Downs
28 Add to Group ...
Logs by IP Addresses

R, Where Used?

O Tip: You can also use the keyboard arrow keys to move up and down in the list.

Use type-ahead search

You can see some of the properties of the element. You can also perform some drill-down actions, such as
checking where an element is used.

To view a full list of search results, select @ Show All Matching Elements.
The element search view opens, and your search criteria is used automatically.

Type-ahead search allows you to quickly filter elements.

You can use type-ahead search in most views in which element lists, tables, or trees are displayed. You can also
use type-ahead search in rule cells in policies.
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StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Activate type-ahead search in one of the following ways:
* Select an element in a list, table, or tree.
e Click the small Q Search icon in any view that includes the icon.
* In a policy editing view, click a rule cell in which elements can be used.

2) Type the information that you want to search for (for example, an element name, an IP address, a comment,
or a TCP/UDP port number).

Result

The Management Client filters the display to only show the elements that include what you typed.

E Note: In policy editing views, when you have a Category Filter activated, only search results that
match the Category Filter are displayed.

Use the search tool

Use the search tool to find elements in the SMC.

Table 11: Available search options

Search Search for elements based on an element property, such as a name, comment, or IP
address.

Search References | Search for references to elements, to see where they are used. For example, you can
find the references to elements you want to delete; referenced elements cannot be
deleted until the references are removed.

O Tip: You can also right-click an element, then select Tools > Where
Used?.

Search DNS Search for hosts by their DNS name. The DNS search queries a DNS server, and the
hosts found on the DNS server are compared to the Host elements defined in the SMC.

Note: The Management Server must have Zone Transfer rights to be able

" to make queries on the DNS server.

Search Duplicate Search for elements that have the same IP address in the SMC.

IPs

Search Duplicate Search for Service elements that have the same protocol and destination port number.
Services

Search Unused Search for elements that are not referenced by any other element.

Elements
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Search Users

Search Trash

Search for users from an LDAP domain.

Search for elements that have been moved to the Trash.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)

2)
3)

4)

Select = Menu > Search, then a search option.

Figure 37: The Element Search

Q Elements X +

Search for:

| London FW v ‘ e

(] Limit by Type = & London FW

& London FW node 1

Changed B
0 ged ™y & London FW node 2

() Changed Between

(& Remote Office Policy - Policy Based VPN

Q @& W L
’lPAddress ]Status

17231721 (#)
172.31.7.21 (4)
17231722 (4)

Enter the search criteria.
(Optional) Select options to limit the search.

Click Search to start the search.
The search results are displayed.

Tip: If the element you searched for does not exist, right-click the empty search results, then
create a Host or Network element that has the name and IP address configured according to

your search terms.

Create Host elements from DNS search results

If the DNS search results do not find an existing Host element for a host name, you can create Host elements

based on the host names and IP address found by the search.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

Right-click one or more IP addresses in the search results, then select Create Network Element(s).

(Optional) If you want to add the new Host elements to a Group, select Create in a Group, then enter a

name in the Group Name field.

If the Group element does not yet exist, a new Group is automatically created.
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3) Define a name for the new Host elements.

4) Click OK.

The Network Element Creation view opens in a new tab to show the progress of the element creation
process. The status of each new element is displayed in the Info column:

* If the status is Created, the element was successfully created.

* |If the status is Not created (name already in use), an element with the selected name exists. If you want
to change the Host element's name, right-click the Name cell, then select Properties to open the element
properties. Change the name and click OK to save the changes.

5) Click Close to close the Network Element Creation tab and return to the search results.
The names of the new elements are shown in the Network Element column.

Communicating with other
administrators

The administrator messaging feature allows you to communicate with other administrators who are currently
logged on to the Management Client.

For example, you can inform administrators about service breaks before upgrading the SMC. Administrator
messaging is enabled by default.

Enable or disable messaging

An administrator with unrestricted permissions can enable or disable administrator messaging.

If Domain elements have been configured, the setting is applied in all Domains.
StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Select # Configuration, then browse to Administration.

2) Expand the Access Rights branch in the Administration tree.

3) Right-click Administrators and select or deselect Administrator Messaging Enabled.

Send messages to other administrators

Administrators can send messages to all other administrators.

Only administrators who have the Manage Administrators permission can send messages to individual
administrators. Each administrator must be logged on to a unique administrator account for individual messages
to be sent.
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StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Click ® Send Message in the status bar at the bottom right of the Management Client.

2) Select the Administrators to whom you want to send the message.

e (Administrators with the Manage Administrators permission) Click ™ Select to select individual
administrators.

» Click El Set All Administrators to send the message to all administrators.

3) Enter your message, then click Send.
The message is sent to the selected administrators.

Use Tools Profile elements to add
commands to elements

You can add commands (for example, tracert, SSH, or ping) to an element’s right-click menu with Tools Profiles.
The commands are added in the Tools submenu.

Create Tools Profile elements

Tools Profile elements add commands to the right-click menus of other elements. You can include information
dynamically from the element definition in the command.

Only one Tools Profile can be selected for each element, but each Tools Profile can include several commands.

The commands are run on the workstation that is running the Management Client. Commands are operating
system-specific. You must add a separate command for each operating system. Administrators see commands
according to their operating system (for example, a Linux command is not shown if the Management Client is
running in Windows).

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select #. Configuration, then browse to Administration.
2) Right-click Tools Profile and select New Tools Profile.

3) Enter the Name for the new Tools Profile. This is added as an item under the Tools submenu of elements
that the Tools Profile is attached to.

4) Click Add and select the operating system.
A row is added to the table.

5) Double-click the Name cell, and enter the item to add.
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6) (Optional) To run the command in a console application, such as the command prompt in Windows or
terminal in Linux, select Run in console.

7) Double-click the Command cell and enter the command or the full path to the application.

8) (Optional) Double-click the Parameters cell and enter the parameters for the command. In addition to static
parameters, the following two variables can be used:

 ${I P} :the primary IP address of the element that is right-clicked.
* ${NAME} :the name of the element that is right-clicked.

9) Click OK.

Attach Tools Profile elements to elements

You can attach a Tools Profile to elements that have a single primary IP address.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Right-click an element and select Properties.

2) Select the Tools Profile in one of the following ways:
* Select a Tools Profile from the list.
* Select Other and browse to the Tools Profile.
* Select New and create a Tools Profile.

3) Click OK.

The commands defined in the Tools Profile are added to the right-click menu of the element in the Tools
submenu.

Use the online Help locally

You can configure the Management Client to use a copy of the online Help from your own computer or from a
server in the local network.

By default, the Management Client’s online Help is accessed through the Internet. When you use the online Help
locally, the online Help is available even when there is no Internet connectivity.

E Note: When you use a local copy of the online Help, you must manually update the online Help
” when a new version is available.

Steps

1) Download the online Help .zip file for your release from http://help.stonesoft.com/onlinehelp/StoneGate/
SMC/.
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2) Extract the .zip file to a suitable location in your local network.

You can also extract the Help file to a share or your local intranet server.

3) On the computer where you use the Management Client, browse to the <user home>/.stonegate/data folder.

Example: In Windows, browse to C:\Users\<user_name>\.stonegate.

&l Note: If the Management Client is open, close it before editing the SGClientConfiguration.txt
file.
4) Edit the SGClientConfiguration.txt file.
5) Add a parameter HELP_SERVER URL= and enter the path to the main folder under which the online Help
files are stored as the value for the parameter.

* If you extracted the online Help on the same computer where you use the Management Client, enter

file:/// and the path.
Example: If you extracted the online Help on your own computer to C:\help\ngfw_620_help_en-us, enter
HELP_SERVER _URL=fil e:///C:/hel p/ ngf w_620_hel p_en-us.
Note: Use only forward slashes (/) in the URL even if the operating system uses
¥ backslashes (\) in file paths. If the path contains spaces, replace them with %20 in the
URL.

* If you extracted the online Help on a server in the local network, enter ht t p: / / and the path.
Example: If you extracted the online Help to a folder called ngfw_620_help_en-us on an intranet server,
enter HELP_SERVER URL=http://<intranet. server>/ ngfw _620_hel p_en-us.

6) Save the changes to the SGClientConfiguration.txt file.
7) Start the Management Client.
Result

The Management Client automatically uses the online Help from the specified location.
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@ CHAPTER 8
Network address translation (NAT)

and how it works

*  Network address translation and how it works on page 117
»  Static source translation on page 118

*  Dynamic source translation on page 119

e Static destination translation on page 119

e Destination port translation on page 120

Network address translation (NAT) means changing the IP address or port information in packets. Most often, NAT is
used to allow internal hosts to communicate via networks where their actual address is not routable and to conceal the
internal network structure from outsiders.

Network address translation and how it
works

Network address translation (NAT) changes the source or destination IP address or port for packets traversing
the firewall.

NAT is most often used to hide internal networks behind a single or just a few routable IP addresses on the
external network. NAT is also often used to translate an external, routable destination address into the private
internal address of a server. For destination NAT, port translation (sometimes referred to as PAT) is also possible
when the protocol in question uses ports. Port translation can be used to redirect a standard service, such as
HTTP (port 80/TCP), to a non-standard port (for example, port 8080/TCP). The NAT rules are stored in policy
elements.

NAT is applied to traffic that has been already been allowed by Access rules that have connection tracking
enabled. If you have Access rules that turn off connection tracking for some traffic, you cannot use address
translation with those connections.

There are five possible methods for network address translation (these methods are explained in more detail in
the next sections):

» Static source translation, which translates each single IP address to some other single IP address (one-to-one
relationship).

* Dynamic source translation, which translates several IP addresses to a single IP address or a small pool of IP
addresses (many-to-one/many-to-some relationship) differentiated by port. This method is not supported with
Multi-Link if the Loose connection tracking mode is used.

» Static destination translation, which translates each single IP address to some other single IP address (one-to-
one relationship).

* Destination port translation, which translates a port to a different one (one-to-one relationship).
* Both source translation and destination translation for the same connection.
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Dynamic destination translation is done automatically as part of the Server Pool feature.

Also, when NAT is applied, return address translation is needed to allow reply packets to reach the correct
sender or to show the source address that the destination host expects. However, return address translation does
not normally need configuration as it is applied automatically with the help of connection tracking.

Related concepts
Getting started with inbound traffic management on page 747
Getting started with policies on page 781

Static source translation

In static source translation (one-to-one source translation), the source IP address of a certain host is always
translated using the same specific IP address.

Static source translation provides one-to-one source translation. Often, the original source address is the actual
assigned IP address for a device on an internal network or DMZ. The translation is then applied to a public IP
address belonging to the public IP address range assigned by the Internet service provider (ISP).

Figure 38: Static source ttanslation
Internal Network Public Server
192.168.1.101 @ @ 129.40.1.100
Source packet Translated packet
SRC: 192.168.1.101 SRC: 212.20.1.50
DST: 129.40.1.100 ‘ DST: 129.40.1.100 O
SRC: 129.40.1.100 SRC: 129.40.1.100
DST: 192.168.1.101 ) DST: 212.20.1.50

\ J \ J \

Translated packet Reply packet

The packet starts out with the original source (SRC) and destination (DST) IP addresses.

A

The firewall replaces the source address of the packets with a translated source IP address.

The server responds, using the translated IP address as the destination of the reponse.

B WO DN -

Connection tracking information is used to automatically translate the reply packets. The firewall
replaces the destination IP address in the server’s response with the original address so that the
responses find their way back to the host.

You can also define static translation using whole networks. There is still a fixed one-to-one relationship
between each original and translated IP address, so the original and translated networks must be of the same
size. The addresses map to their counterparts in the other network. For example, if you translate the network
192.168.10.0/24 to 212.20.1.0/24, the host 192.168.10.201 is always translated to 212.20.1.201.
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Dynamic source translation

Dynamic source translation allows translating many original IP addresses to a much smaller pool of translated
addresses, even a single IP address.

Dynamic source translation, sometimes referred to as hide NAT, is often used to mask the internal networks of a
company behind one or a few public, routable IP addresses provided by an ISP.

This illustration shows the process for dynamic source translation. Because dynamic source translation involves
multiple hosts using the same IP address (in a many-to-one or many-to-some relationship), the firewall needs
more information to differentiate the connections when the reply packets arrive. For this, the firewall uses the
source port.

Figure 39: Dynamic source translation

Internal Network @ @ Public Server
192.168.1.101 129.40.1.100
Source packet Translated packet
SRC: 192.168.1.101:9057 SRC: 212.20.1.50:9345

DST: 129.40.1.100:80 DST: 129.40.1.100:80
SRC: 129.40.1.100:80 ; ; < SRC: 129.40.1.100:80
DST: 192.168.1.101:9057 o DST: 212.20.1.50:9345

\ J

Translated packet Reply packet

® ®

1 Hosts make connections.

2 Each host is assigned a unique port from one of the unreserved high ports to track its connections.
3 The reply packet is sent to the same unique port.

4 The destination is translated to the original source address and port

Static destination translation

Destination translation is typically needed to translate new incoming connections from a server’s public IP
address to the server's private |IP address.

You can use static destination translation for both IP addresses and ports.

In this illustration, a host on the Internet connects to a server on the internal network.
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Figure 40: Static destination translation
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1 The host connects to the external, public IP address.

2 The Firewall translates the destination address to the private IP address of the server on the internal
network.

3 The server sends its response back.

4 The Firewall automatically translates the source address back to the external IP address.

You can also define static translation for whole same-size networks at once. This works in the same way as in
static source translation.

Destination port translation

Destination NAT can also be used to translate ports.

For example, web traffic to the corporate web servers on a DMZ would typically come in on port 80. However,
an administrator might want to run the web service on a non-standard port for security or network management
reasons. The original destination port can be translated using static destination port translation with or without
destination address translation.
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I CHAPTER 9
Configuring system
communications

*  Considerations for setting up system communications on page 121

*  Define contact IP addresses on page 123

e Select the Location for the Management Client on page 129

e Create HTTP Proxy Server elements on page 130

e Using certificates to secure communications to external components on page 131
e Enabling TLS protection for traffic to external servers on page 135

* Enable NTP on the SMC Appliance on page 136

e Configuring SSH access to the SMC Appliance on page 137

e Connect to the SMC Appliance using a serial console on page 137

¢ Use the SMC Appliance to make outbound serial connections on page 138
e Considerations for Multi-Link system communication on page 138

System communications involve traffic between SMC components, traffic between SMC components and external
components that are a part of the system configuration, and external access into the system.

Considerations for setting up system
communications

Firewalls and Layer 2 Firewalls do not automatically allow communications of other system components that pass
through the engine. Make sure that all necessary traffic is allowed in the engine's policy.

The predefined Firewall Template Policy and Layer 2 Firewall Template Policy allow most types of system
communications between the engine and the components it interacts with. You must create rules to allow any
other communications through Firewalls or Layer 2 Firewalls.

System communications through a NAT device

If NAT is applied between two SMC components, you must define the translated IP address as a contact
address. In NATed communications, the contact address is contacted instead of the component’s real IP
address. A single component can have several contact addresses.

Location elements define when a contact address is used and which of the defined contact addresses is used.
When NAT is applied between two communicating SMC components, you must separate them into different
Locations. Components that are in the same Location use the primary IP address when communicating with
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each other and ignore all contact addresses. When components contact a component that belongs to a different
Location, they use the defined contact address.

For example, when a Management Server contacts an engine node through NAT, the Management Server
uses the NATed contact address, not the engine’s real IP address. The NAT device between the components
translates the NATed address to the engine’s real IP address as usual.

There is one system element related to contact addresses, the Default Location. If you do not select a Location
for an element that has the Location option, the element’s Location is set to Default.

You can define a Default contact address for contacting a component (defined in the Properties dialog box of the
element). When components that belong to another Location contact the element and the element has no contact
address defined for its Location, the element’s Default contact address is used.

Example of using contact addresses and Locations

Figure 41: Example network with Locations
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In this example scenario, a Management Server and a Log Server manage SMC components both at a
company’s headquarters and at three branch offices.

¢ The SMC servers and the Central Firewall are at the “Headquarters” Location.
*  The Remote Firewalls are all at the “Branch Office” Location.

In this scenario, contact addresses are typically needed as follows:

* The Firewall at the headquarters or an external router can provide the SMC servers external IP addresses
on the Internet. The components at the branch offices contact the servers through the Internet. The external
addresses of the SMC servers must be defined as contact addresses for the “Branch Office” location.

* The Branch Office Firewall or an external router can provide external addresses for the SMC components
at the branch office. The external IP addresses of the engines must be defined as contact addresses for the
“Headquarters” Location so that the Management Server can contact the components.

* Alternatively, the external address of each component can be defined as a Default contact address without
adding a specific entry for “Headquarters” or “Branch Office”. The Default contact address is used when a
component does not have a specific contact address definition for the contacting component’s Location. The
components must still be divided into separate Locations for the contact address to be used.

If there are Management Clients used at any of the branch offices, each administrator must also select
“Branch Office” as their Location in the Management Client. Selecting the Management Client Location allows
administrators to view logs from a remote Log Server that is behind a NAT device.
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Related concepts

Define contact IP addresses on page 123
Network interfaces for engines on page 531
Defining IP addresses as elements on page 889

Related tasks
Select the Location for the Management Client on page 129

Related reference
Security Management Center ports on page 1423
Forcepoint NGFW Engine ports on page 1426

Define contact IP addresses

Contact addresses are required when NAT is applied between to SMC components. You can define contact
addresses for NGFW Engines, Master NGFW Engines, and most types of server elements.

The contact addresses are defined in the element properties. The contact addresses are based on Location
elements. You can also define a Default contact address that is used whenever no contact address is defined for
a certain Location.

You create the Locations and add elements to the Locations based on how your network is set up. Then you
define the Contact Addresses for each element for each Location in the properties of the elements. All SMC
components in other Locations then use the addresses defined for their Location for contact.

Related concepts
Considerations for Multi-Link system communication on page 138

Related tasks

Create Location elements on page 123

Define contact addresses for engines on page 125

Define Management Server or Log Server contact addresses on page 124
Define contact addresses for an External VPN Gateway on page 129
Define endpoints for VPN Gateway elements on page 1152

Create Location elements

If network address translation (NAT) is applied between communicating SMC components, the components must
be assigned to different Locations in the configuration. You create the Locations and add elements to them based
on how your network is set up.

If a system has several Locations, but each component always has the same external IP address, each element
only needs a Default contact address. When new system elements are added, they have to be assigned a
specific Location, but they only need a Default contact address.
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StepS @ For more details about the product and how to configure features, click Help or press F1.

1)
2)
3)
4)
5)

6)

7)

Select #. Configuration, then browse to Administration.

Expand the Other Elements branch in the Administration tree.

Right-click Locations and select New Location.

Enter a Name and an optional Comment.

Browse to the type of elements you want to assign to the Location element in the Resources pane.

Select one or more elements and click Add.
The selected elements are added to the Content pane.

Click OK.

Define Management Server or Log Server
contact addresses

If NAT is used between SMC components or if SMC servers are contacted by external servers, you can configure
contact addresses for Management Servers and Log Servers.

You can configure multiple contact addresses for each type of server.

If you use Multi-Link, we recommended defining a separate contact address for each NetLink for the
Management Server and the Log Server. This way, if a NetLink goes down, the engines can still be managed and
can still send status and log data to the Log Server.

E Note: If the IP addresses at which the server can be reached change, you must manually update

the server contact addresses.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)
2)

3)

4)

5)

Select #. Configuration, then browse to Network Elements.
Browse to Servers.

Right-click the server element for which you want to define a contact address and select Properties.
The Properties dialog box for that server opens.

Select the Location of this server.

If necessary, edit the contact addresses.

* A default contact address is automatically entered based on the element properties.
* If the server has multiple default contact addresses, separate the addresses with commas.
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6) (Optional) Click Exceptions to define further contact addresses for contacting the server from specific
Locations.

7) Click Add and select a Location.
A new row is added to the table.

8) Click the Contact Address column and enter the IP addresses that the components belonging to this
Location must use when they contact the Server.

You can enter several contact addresses per Location for Management Servers and Log Servers.
Separate the contact addresses with a comma.

Note: Elements that belong to the same Location element always use the primary IP
address (defined in the element’s properties) when contacting each other. Elements that do
not belong to a specific Location belong to the Default Location.

(4

9) Click OK to close the Exceptions dialog box.

10)  Click OK to close the Server Properties dialog box.

Related tasks
Select the Location for the Management Client on page 129
Change the Management Server |IP address on page 452

Define contact addresses for engines

You must define a Location and a contact address if NAT is applied to the communications between the engine
and some other component that contacts the engine.

If you use Multi-Link, add contact addresses for each NetLink.
StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select & Configuration.

2) Right-click an engine element and select Edit <element type>.
The Engine Editor opens.

3) Inthe General pane, select the Location for this element.
4) Browse to Interfaces in the navigation pane on the left.

5) In the tree view, expand the tree and double-click the Cluster Virtual IP Address (CVI), Node Dedicated IP
Address (NDI), or the IP address for which you want to define a contact address.

On Firewall Clusters, the CVI contact address is used for VPNs and NDI contact addresses are used for
other system communications.
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Define contact addresses for a single engine or
a Cluster Virtual IP Address

If NAT is applied to communications between the engine and some other component that contacts the engine,
define the Default contact address for the single engine or the Cluster Virtual IP Address (CVI). You can also
define location-specific contact addresses.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)
2)
3)
4)

5)

6)

7)

8)

9)

10)

11)

Select #. Configuration.

Right-click an engine element and select Edit <element type>.
In the General pane, select the Location for this element.
Browse to Interfaces in the navigation pane on the left.

In the tree view, expand the tree and double-click the Cluster Virtual IP Address (CVI) or the IP address for
which you want to define a contact address.

On Firewall Clusters, the CVI contact address is used for VPNs and NDI contact addresses are used for
other system communications.

In the IP Address Properties dialog box, define the Default contact address. The Default contact address
is used by default whenever a component that belongs to another Location connects to this interface.

e If the interface has a static Default contact address, enter the Default contact address in the Default
field.

* |If the interface has a dynamic Default contact address, select Dynamic (next to the Default field)
before entering the Default contact address.

If components from some Locations cannot use the Default contact address to connect to the interface,
click Exceptions to define Location-specific contact addresses.

Click Add and select the Location.

Click the Contact Address column and enter the IP address that the components in this Location use
when they contact the interface or select Dynamic if the interface has a dynamic contact address.

Note: Elements that belong to the same Location element always use the primary IP
address (defined in the element’s properties) when contacting each other. Elements that do
not belong to a specific Location belong to the Default Location.

4

Click OK to close the Exceptions dialog box.

Click OK to close the IP Address Properties dialog box.

Related tasks
Select the Location for the Management Client on page 129
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Define contact addresses for Node Dedicated
IP Addresses

If NAT is applied to communications between the engine and some other component that contacts the engine,
define the Default contact address for the Node Dedicated IP Address (NDI). You can also define location-
specific contact addresses.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)
2)
3)
4)

5)

6)

7)

8)

9)

10)

11)

Select #. Configuration.

Right-click an engine element and select Edit <element type>.
In the General pane, select the Location for this element.
Browse to Interfaces in the navigation pane on the left.

In the tree view, expand the tree and double-click the Node Dedicated IP Address (NDI) or the IP address
for which you want to define a contact address.

On Firewall Clusters, the CVI contact address is used for VPNs and NDI contact addresses are used for
other system communications.

In the IP Address Properties dialog box, double-click the Contact Address cell and define the contact
address for each node in the Node Dedicated IP Address section.

Enter the Default contact address.

The Default contact address is used by default whenever a component that belongs to another Location
connects to this interface.

If components from some Locations cannot use the Default contact address, click Add to define Location-
specific contact addresses.

Click the Contact Address column and enter the IP address that the components assigned to this
Location must use when they contact the node.

E Note: Elements that belong to the same Location element always use the primary IP

address (defined in the element’s properties) when contacting each other. Elements that do
not belong to a specific Location belong to the Default Location.

Click OK to close the Exceptions dialog box.

Once you have defined the contact addresses for each node, click OK to close the IP Address Properties
dialog box.

Related tasks
Select the Location for the Management Client on page 129
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Define contact addresses for an IPS Cluster or
a Layer 2 Firewall Cluster

If NAT is applied to communications between the IPS Cluster or Layer 2 Firewall Cluster and some other
component that contacts the cluster, define the Default contact address for the IPS Cluster or a Layer 2 Firewall
Cluster. You can also define location-specific contact addresses.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)
4)

5)

6)

7)

8)

9)

10)

11)

Select #. Configuration.

Right-click an engine element and select Edit <element type>.
The Engine Editor opens.

In the General pane, select the Location for this element.
Browse to Interfaces in the navigation pane on the left.

In the tree view, expand the tree and double-click the Cluster Virtual IP Address (CVI) or the IP address for
which you want to define a contact address.

On Firewall Clusters, the CVI contact address is used for VPNs and NDI contact addresses are used for
other system communications.

In the IP Address Properties dialog box, double-click the Contact Address cell.

Enter the Default contact address at the top of the dialog box.

The Default contact address is used by default whenever a component that belongs to another Location
connects to this interface.

If components from some Locations cannot use the Default contact address, click Add to define Location-
specific contact addresses.

Click the Contact Address column and enter the IP address that the components belonging to this
Location must use when they contact the interface.

Note: Elements that belong to the same Location element always use the primary IP
address (defined in the element’s properties) when contacting each other. Elements that do
not belong to a specific Location belong to the Default Location.

4

Click OK to close the Exceptions dialog box.

Click OK to close the IP Address Properties dialog box.

Related tasks
Select the Location for the Management Client on page 129
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Define contact addresses for an External VPN
Gateway

Define a contact address for an External VPN Gateway if the IP address for contacting the gateway is different
from the IP address of the gateway's interface (for example, because of NAT).

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)
2)
3)
4)
5)

6)

7)

8)

9)

10)

11)

Select #. Configuration, then browse to VPN.

Browse to Gateways.

Right-click an External VPN Gateway element, then select Properties.

In the External VPN Gateway Properties dialog box, click the Endpoints tab.
Right-click an endpoint and select Properties.

Enter the Default contact address or select Dynamic if the Default contact address is dynamic.

* The Default contact address is used by default whenever a component that belongs to another Location
connects to this endpoint.

(Optional) If some components cannot use the Default contact address, click Exceptions to define contact
addresses that the components use to connect to this endpoint.

Click Add and select a Location.
A new row is added to the table.

Click the Contact Address column and enter the IP address that components belonging to this Location
use when they contact the endpoint, or select Dynamic.

Click OK to close the Exceptions dialog box.

Click OK to close the Endpoint Properties dialog box.

Select the Location for the Management
Client

If NAT is applied between the Management Client and a Log Server, you might need to change the Location of
the Management Client to view the logs.

The Location to select depends on the system configuration. The Default selection is appropriate if the Log
Server has a specific Location and the Log Server’s Default contact address is correct for your current network
connection.
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StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Click the Location name in the status bar at the bottom right corner of the Management Client window, then
select the Location.

Q Beijing Office
¢ Ha
9 London Office
@ Default

| ® Default~ | A |

Next steps

You might also need to add a Location and define a contact address for this specific Location in the Log Server’s
properties.

Related concepts
Define contact IP addresses on page 123

Related tasks
Create Location elements on page 123
Define Management Server or Log Server contact addresses on page 124

Create HTTP Proxy Server elements

HTTP proxy servers allow NGFW to send requests through an HTTP proxy server instead of the engine
accessing the external network directly.

You can use HTTP proxy servers in the configuration of file reputation services, sandbox services, URL
categorization services, and certificate validation services.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select # Configuration, then browse to Network Elements.

2) Right-click Servers, then select New > HTTP Proxy Server.

3) Inthe Name field, enter a unique name or enter the domain name of the HTTP proxy server.

4) Inthe IP Address field, specify the IP address in one of the following ways:
* Enter the IPv4 or IPv6 address of the HTTP proxy server.
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¢ To automatically resolve the IP address from the domain name in the Name field, click Resolve.
5) If the server does not use the default port 8080, enter the port in the Port field.

6) If a user name and password are required for logging on to the HTTP proxy server, enter the credentials in
the User Name and Password fields.

7) Click OK.

Using certificates to secure
communications to external components

You can use certificates to secure communications from the SMC servers or NGFW Engines to external
components. You can, for example, create a certificate request in the SMC, export the certificate request, sign
the certificate request with an external Certificate Authority (CA), and then import the signed certificate in the
SMC.

Create Trusted Certificate Authority elements

If you want to use a certificate signed by a Certificate Authority (CA) that is not one of the default Trusted
Certificate Authority elements, you must create a new Trusted Certificate Authority element.

For example, if you want to use the Forcepoint User ID Service server's certificate to secure communications
from Forcepoint User ID Service to the NGFW Engine, you must define the CA as a Trusted Certificate Authority
element and import the certificate, then define the CA as a trusted CA in the TLS Profile element that is used in
the Forcepoint User ID Service configuration on the NGFW Engine.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.

2) Select Certificates > Certificate Authorities > Trusted Certificate Authorities.

3) Right-click Trusted Certificate Authorities, then select New Trusted Certificate Authority.

4) Enter a unique Name.
E Note: All fields except the Name on the General tab are grayed out. The grayed out fields

are always filled in automatically based on information contained in the certificate you import
and you cannot change them.

5) On the Certificate tab, import a certificate.

6) Click OK.
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Next steps

If you want to use the Trusted Certificate Authority in a TLS Profile element, modify the TLS Profile element
properties.

Related tasks
Create TLS Profile elements on page 135

Create a certificate request

To create a certificate request, you must create a TLS Credentials element.

E Note: TLS Credentials elements represent both certificate requests and signed certificates in the
Management Client. In the Configuration view, the State column for the TLS Credentials element
shows whether the element represents a certificate request or a signed certificate.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select #. Configuration, then browse to Administration.

2) Select Certificates > TLS Credentials.

3) Right-click TLS Credentials and select New TLS Credentials.

4) Complete the certificate request details.
a) Enter a name for the certificate.

b) In the Common Name field, enter the IP address or domain name of the server.
c) Complete the remaining fields as needed.
d) Click Next.

5) Sign the certificate request or finish creating the certificate request.

* To create a self-signed certificate, select Self-Sign.

* To create a certificate signed by the Management Server's Internal Certificate Authority, select Sign with
Internal CA.

* Click Finish to finish creating the certificate request.

Result

The TLS Credentials element is added to Administration > Certificates > TLS Credentials. The State column
shows whether the TLS Credentials element represents a certificate request or a signed certificate.

Next steps

If you want to sign the certificate request with an external Certificate Authority, export the certificate request.
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Export a certificate request

If you want to sign a certificate request with an external Certificate Authority, you must export the certificate
request.

Note: TLS Credentials elements represent both certificate requests and signed certificates in the
Management Client. In the Configuration view, the State column for the TLS Credentials element
shows whether the element represents a certificate request or a signed certificate.

4

StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Select #. Configuration, then browse to Administration.

2) Select Certificates > TLS Credentials.

3) Right-click the certificate request, then select Export Certificate Request.

4) Copy or export the certificate request.
* Copy the certificate request, then paste it in an external application to sign it externally.

E Note: If you copy and paste the certificate request, include the “Begin Certificate Request”
" header and the “End Certificate Request” footer.

* Click Export, browse to the location where you want to save the certificate request, then click Save.

5) Click Cancel to close the Export Certificate Request dialog box.

Next steps

Sign the certificate request in an external application, then import the signed certificate request in the SMC.

Import an externally signed certificate

If you signed a certificate request with an external Certificate Authority, you must import the signed certificate in
the SMC.

E Note: TLS Credentials elements represent both certificate requests and signed certificates in the
4 Management Client. In the Configuration view, the State column for the TLS Credentials element
shows whether the element represents a certificate request or a signed certificate.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select # Configuration, then browse to Administration.

2) Select Certificates > TLS Credentials.
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3) Right-click the certificate request that has been signed by an external Certificate Authority, then select
Import Signed Certificate.

4) Select one of the following options to import the signed certificate.
* Browse to the signed certificate file on your local workstation.

* Copy and paste the content of the signed certificate into the dialog box.

Note: If you copy and paste the content of the signed certificate, include the “Begin

¥ Certificate Request” header and the “End Certificate Request” footer.

5) Click OK.

Result

The status information in the State column shows that the certificate request has now been signed.

Export active Internal Certificate Authority

You can use the Management Server's active Internal Certificate Authority as the trusted Certificate Authority
for securing communications from external components, such as the Forcepoint User ID Service, to the NGFW
Engines.

You must export the certificate of the active Internal Certificate Authority, then configure the external component
to trust the active Internal Certificate Authority, and import the certificate of the active Internal Certificate Authority
on the external component.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select #. Configuration, then browse to Administration.

2) Browse to Certificates > Certificate Authorities > Internal Certificate Authorities.
3) Right-click the active internal certificate authority, then select Properties.

4) On the Certificate tab, click Export.

5) Save the certificate.

6) Click Cancel to close the properties of the internal certificate authority.

Next steps

Configure the external component to trust the Internal Certificate Authority, and import the certificate of the active
Internal Certificate Authority on the external component.

For information about configuring the Forcepoint User ID Service server to trust the Internal Certificate Authority
and use the certificate of the Internal Certificate Authority, see Knowledge Base article 14100.
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Enabling TLS protection for traffic to
external servers

You can optionally enable TLS protection for forwarding log or audit data from the Management Server or Log
Server to external syslog servers. You can also enable TLS protection for authenticating connections from NGFW
Engines to the Forcepoint User ID Service server.

Create TLS Profile elements

TLS Profile elements contain, for example, the settings for cryptography, trusted certificate authorities, and the
TLS version used in TLS-protected traffic.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select #. Configuration, then browse to Administration.

2) Browse to Certificates > Other Elements > TLS Profiles

3) Right-click TLS Profiles, then select New TLS Profile.

4) In the Name field, enter a unique name for the TLS Profile.

5) Select the TLS cryptography suite set to be used.

6) Select the trusted Certificate Authorities.
* Select Trust Any if you want to allow the use of any valid Certificate Authority.
« Select Trust Selected, then click Add to specify the trusted Certificate Authorities.

7) Configure the other settings as needed.

8) Click OK.

Configuring TLS Server Identity

TLS server identity determines how the identity of the syslog server to which log data is forwarded from the
Management Server or the Log Server is verified.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select ff Home.
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2)

3)

4)

5)

6)

7)

8)

9)

Browse to Others > Log Server or Others > Management Server.

Right-click the Log Server or Management Server from which you want to forward log or audit data, then
select Properties.

Click the Log Forwarding or Audit Forwarding tab.

Double-click the TLS Server Identity cell and define the TLS server identity in order to check the identity of
the TLS server to secure the TLS-protected traffic from the Log Server or the Management Server.

Select the server identity type field to be used.

(Optional) Click Fetch from Certificate to fetch the value of the server identity type field from a certificate.

E Note: You can fetch the value of the server identity field from a certificate only if the server
identity field is Distinguished Name, SHA-1, SHA-256, SHA-512, or MD5).

In the Identity Value field, enter the value of the server identity field.

Click OK.

Enable NTP on the SMC Appliance

You can configure the SMC Appliance to use external NTP servers so that network devices accurately log events
and complete scheduled tasks.

Before you begin

You must have an SMC Appliance to configure NTP in the Management Client.

E Note: You cannot configure NTP in the Management Client for SMC installations on
d third-party hardware or virtualization platforms. On third-party hardware or virtualization
platforms, the SMC gets the time from the operating system. When you use third-party
hardware or virtualization platforms, you must configure NTP at the operating system
level on the third-party hardware or virtualization platform. For more information, see
Knowledge Base article 9680.

By default, the SMC Appliance uses the public Forcepoint NTP servers. The Management Server and default Log
Server synchronize with the SMC Appliance time. Engine times are automatically synchronized to match the time
of the Management Server.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)

From the Management Client, open the NTP tab in Management Server properties dialog box.

a) Select ff Home.
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b) Browse to Others > Management Server.
c) Right-click the Management Server, then select Properties.

d) Click the NTP tab.

2) Click Enable NTP server Synchronization.
3) Toadd an NTP server, click Add, then select the preferred NTP server.

4) Click OK.

Configuring SSH access to the SMC
Appliance

You can access the SMC Appliance command line through SSH.

E Note: In FIPS mode, SSH access to the SMC Appliance is not allowed.

Two authentication options are available:

* Logon and password — All administrators with unrestricted permissions (superusers) in SMC can use their
password to log on to the SMC Appliance through SSH.

* Public and private key — You can generate a public and private RSA key pair for each administrator
or server. For more information about using an RSA key pair to authenticate to the SMC Appliance, see
Knowledge Base article 12503.

Related concepts
Getting started with administrator accounts on page 347

Connect to the SMC Appliance using a
serial console

You can configure the serial port on the SMC Appliance to receive serial console connections.

Steps

1) From the command line, log on to the SMC Appliance.

Configuring system communications | 137


https://support.forcepoint.com/KBArticle?id=Set-up-the-SMC-Appliance-for-public-key-authentication

Forcepoint Next Generation Firewall 6.3 | Product Guide

2) To enable the serial console, enter the following command:

sudo smca-system toggle-console

O Tip: To disable the serial console, enter the same command again.

The SMC Appliance is now listening for serial console connections.

3) To connect to the serial console, connect a console cable from your computer to the SMC Appliance, then
open a terminal console program with these settings:

* Bits per second — 9600
* Data bits — 8
* Parity — none
e Stop bits — 1

Use the SMC Appliance to make
outbound serial connections

You can configure the serial port on the SMC Appliance to make outbound serial connections, for example to
NGFW appliances.

Steps
1) From the command line, log on to the SMC Appliance.

2) If the serial console is enabled, enter the following command to disable the serial console:

sudo smca-system toggle-console

The SMC Appliance stops listening for serial console connections.
3) Connect a console cable from the SMC Appliance to the other device.

4) Enter the following command to start the screen utility:

screen /dev/ttyS0 9600

Considerations for Multi-Link system
communication

If a remotely managed Firewall has Multi-Link, we recommend adding a primary and a secondary control
interface for different ISP connections. Adding a control interface for each ISP connection guarantees
connectivity if one of the ISP connections fails.
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Make sure that you configure these addresses consistently in the following parts of the configuration:

* For the interface address on the Firewall.

* For the external contact addresses (if applicable).

* In the NAT rules of the Firewall that protects the Security Management Center (SMC) servers (as necessary).

If there is a Multi-Link connection between a Management Server or Log Server and the components that contact
them, define a contact address for each network connection. Make sure that your NAT rules translate from each
external address to the correct internal address of the SMC server.

Related concepts
Defining Multi-Link routes for firewalls on page 708

Related tasks
Select system communication roles for firewall interfaces on page 561
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@ CHAPTER 10
Managing elements

Introduction to elements on page 141

Benefits of exporting or importing elements on page 150

Restore elements from Snapshots on page 154

Lock elements on page 156

Unlock elements on page 157

How the Trash works on page 157

How Categories help you view only certain elements on page 161
Legacy elements and options on page 166

Certain tasks are common to most elements. Some of these tasks are not mandatory for defining an element, but are
still helpful as you get your SMC up and running.

Introduction to elements

Apart from a few minor exceptions, all configurations are created in the SMC, where information is stored as
reusable elements.

For example, the NGFW Engines, traffic inspection policies, IP addresses, log filters, backups, and the licenses
for the system components are all displayed as elements.

Different element types are provided for different concepts. The elements in the system define information both
for adjusting the traffic inspection policies and for managing the system. This chapter gives you a brief description
of each type of element.

System administration elements

You can view the types of elements used for system administration and their descriptions.

Table 12: Types of elements for system administration

Element Type Explanation

Access Rights Access Control | Sets of elements that you can grant to one or more administrator

Lists accounts when assigning administrator rights.
Administrator Sets of actions that administrators are allowed to carry out both globally
Roles and specifically on some set of elements.

Administrators SMC administrator accounts.

API Clients Accounts for the users of the SMC Application Programming Interface

(API).
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Element Type Explanation

Alert
Configuration

Bookmarks
Licenses

Tasks

Tools Profiles

Other Elements

Web Portal
Users

Alert Chains
Alert Policies
Alert Senders
Alerts

Policy
Snapshots

Definition

History

Backups
Categories

Domains

Engine
Upgrades

Geolocations

Internal
Certificate
Authorities

Internal
Certificates
Locations

Trash

Trusted Update
Certificates

Updates

Web Portal
Localizations

User accounts for the Web Portal.

Lists of administrators and contact methods for escalating Alerts.
Rules for choosing which Alerts are escalated using which Alert Chain.
System components that can send Alerts.

Labels for Alerts that help in separating different Alerts from each other in
Alert escalation.

Saved versions of the alert configuration. Created each time you install or
refresh the Alert Policy on a Domain.

User-created shortcuts to views in the Management Client.
The components’ licenses (proof of purchase).
System maintenance Tasks and Task definitions.

History of running and executed Tasks both started by users and
generated by the system.

Additional, user-configured commands/tools for components.
Management Server and Log Server backups.
Allow filtering the view in the Management Client to a subset of elements.

Create boundaries for managing elements and configurations based on
administrator configurations.

Packages for remote upgrades that have been manually or automatically
imported into the system.

Used for illustrating the geographical location of IP addresses (for
example, in logs and diagrams).

Management Server’s Internal Certificate Authority that issues all
certificates that components need for system communications. A new
Internal Certificate Authority is automatically generated before the old one
expires.

Certificates that are used in communications between the system
components.

Used for defining contact addresses when NAT (IP address translation) is
applied to communications between system components.

Stores elements that you have deleted. You can permanently delete
elements that have been moved to the Trash.

Used to verify the digital signatures of dynamic update packages and
engine upgrades. A new Trusted Update Certificate is automatically
added through a dynamic update package before the old one expires.

Dynamic update packages that update definitions in your installation.
Most of the content is Situations (used in deep packet inspection).

Used for translating the Web Portal between languages.
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Elements used in the configuration of NGFW

Engines

You can view the types of elements used for configuring NGFW Engines.

Table 13: Types of elements in NGFW configuration

Element Type Explanation

NGFW Engines

Policies
Network Elements

Other Elements | Endpoint Information

Ethernet Services

Event Bindings

File Types

HTTPS Inspection Exceptions

Logical Interfaces

MAC Addresses

Network Applications

Policy Snapshots

Protocols

QoS Classes

Services

Situations

Configurations particular to individual NGFW Engines,
such as interface configurations.

The rules for inspecting and handling network traffic.
Represent IP addresses.

Endpoint Application and Endpoint Settings elements
can be used for matching in Access rules. The
elements can be used to identify applications used
on endpoint clients, and also determine the operating
system or status of the local anti-virus or firewall.

Definitions for protocols that can be used for traffic
filtering on the Ethernet level.

Sets of log events that can be used in Correlation
Situations to bind together different types of events in
traffic.

Elements that represent different types of files that can
be allowed or blocked in Access rules.

Lists of domains that can be used to exclude some
traffic from HTTPS decryption and inspection.

Interface reference that can combine several physical
interfaces into one logical entity. Used for defining
traffic handling rules.

Represent MAC addresses in Ethernet-level traffic
filtering.

Provide a way to dynamically identify traffic patterns
related to the use of a particular application.

Saved versions of the NGFW Engine configurations.
Created each time you install or refresh a policy on an
NGFW Engine.

Supported network protocols. Can be used to define
new Services for matching traffic in policies. You
cannot add, delete, or change the Protocol elements.

An identifier that can be assigned to network traffic to
define QoS policies for the traffic.

Network protocols and ports.

Patterns that deep inspection looks for in traffic.
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Element Type Explanation

TLS Matches

Vulnerabilities

Dynamic Routing Elements

Engine
Properties

Anti-spam

DNS Relay
Profiles

Sandbox
Services

SNMP agents

User
Identification
Services

User
Authentication
Pages

User Responses

ECA
Configurations

Define matching criteria for the use of the TLS
(transport layer security) protocol in traffic, and specify
whether TLS traffic is decrypted for inspection.

References that link some Situations to publicly
available databases of known vulnerabilities in various
software.

Elements and Access Lists used for configuring
dynamic routing. For more information on elements
used in configuring dynamic routing, see the chapter
about dynamic routing.

The Anti-Spam feature is no longer supported in
NGFW version 6.2.0 and later.

Define the host name mappings, domain-specific
DNS servers, fixed domain answers, and DNS answer
translations that the firewall uses when it provides
DNS services to the internal network.

Define the settings for connecting to a sandbox server
for Forcepoint Advanced Malware Detection.

Configuration information for sending SNMP traps to
external components about system events related to
NGFW Engines.

Represent integrated Forcepoint User ID Service
servers and McAfee Logon Collector servers that
associate users with IP addresses.

E Note: The legacy Stonesoft User Agent
" is not supported with Forcepoint NGFW
5.9.0 or higher. Use the Forcepoint User

ID Service or the McAfee Logon Collector
instead. McAfee Logon Collector is only
supported on Forcepoint NGFW 5.8-6.3.

Define the look of the logon page, challenge page,
and different status pages shown to end users who
authenticate through a web browser.

Settings for notifying end users about different policy
actions.

Define settings for securing connections between
endpoint clients and the NGFW Engine.

Related concepts

Network elements on page 146
Service elements on page 147
Situation elements on page 148
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User authentication elements

You can view the types of elements used for configuring user authentication and directory services and the

element descriptions.

Table 14: Types of elements in user authentication configuration

Element Type Explanation

Authentication Methods

Configured authentication methods for end-user and administrator authentication.

Used in rules that require end-user authentication.

Active Directory Servers, LDAP Servers, RADIUS Authentication Servers, and

TACACS+ Authentication Servers for end-user and administrator authentication

End users stored in the internal LDAP database or an external LDAP database.

Used in rules that require end-user authentication.

Servers
and directory services.
Users
Other SMTP
Elements Servers

Administrators.

Monitoring elements

SMTP servers that send email or SMS messages about changes to user accounts
to end users. The same SMTP Servers can also be used to send Alerts to

Use the monitoring elements to configure the monitoring features in the SMC.

Table 15: Types of elements in monitoring

Element Type Explanation

Diagrams

Incident Cases

Overviews

Reports Design
History
Sections

Third-Party Devices Logging Profiles

MIBs

Probing Profiles

Allow you to visualize your network environment and
monitor the system graphically.

Facilitate data collection during security incidents.

Customizable views for system status monitoring,
statistics, and shortcuts to configuration tools.

Define how log data and statistical data from engines
are processed and displayed in reports.

Saved statistical presentations of network traffic and the
system.

Define statistical items that are included in a report and
the way that the items are displayed.

Define the logging characteristics for a third-party
device (what data from the third-party device logs is
shown).

Allow you to import and browse management
information bases to support third-party SNMP
monitoring.

Define how the Management Server tests if third-party
devices are running.
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Element Type Explanation

Other Data contexts Defines the log data types shown in the Logs view or
Elements the Reports view.

Filters Allow log data filtering in various tasks.

Geolocations Show where Hosts (for example, attackers) are on a

world map and how much traffic they create.

Monitoring Snapshots | Blacklist Saved version of blacklist entries for an NGFW Engine.
Created when you save a Blacklist Snapshot in the
Blacklist view.

Connections | Saved version of connection entries for an NGFW
Engine. Created when you save a Connections
Snapshot in the Connections view.

Logs Saved version of log, alert, and audit entries for
an NGFW Engine. Created when you save a Logs
Snapshot in the Logs view.

Routing Saved version of routing entries for an NGFW Engine.
Created when you save a Routing Snapshot in the
Routing view.

SSL VPNs Saved version of active SSL VPN connections. Created
when you save an SSL VPN snapshot in the SSL VPN
Monitoring view.

Users Saved version of active users for an NGFW Engine.
Created when you save a User Snapshot in the Users
view.

VPN SAs Saved version of active VPN SAs for an NGFW Engine.
Created when you save a VPN SA snapshot in the VPN

SAs view.
Network Elements Represent IP addresses.
Overview Templates Templates that allow you to create a statistical overview

with predefined information selected for the view.

Related concepts
Network elements on page 146

Network elements

Network elements represent included IP addresses in NGFW Engine configurations.

Table 16: Types of network elements

Element Type Explanation

Address Ranges | Define a set of consecutive IP addresses between a start address and end address that you
define.
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Element Type Explanation

Aliases

Countries

Domain Names

Expressions

Groups

Hosts

IP Address Lists
Networks
NGFW Engines

Routers

Servers

Traffic Handlers

Zones

Context-dependent elements with no fixed value. The value is defined per engine and is
determined when a policy containing the Alias is installed.

Country elements contain lists of IP addresses registered in a particular country.

The name of an Internet domain that is automatically resolved by an NGFW Engine to all IP
addresses associated with the domain.

Allow defining IP addresses using logical operators, which simplify the definition of complex
sets of addresses.

Allow collecting together other Network Elements of any type. Represents all IP addresses
defined in the included elements.

Represent a single IP address.

Represent a list of IP addresses.

Represent a complete (sub)network of addresses.

Configurations particular to individual NGFW Engines, such as the interface configuration.

Represent a next-hop router in configurations where required. In policies, represent a single
IPv4 or IPv6 address.

Represent an SMC server or an external server that provides a service to the system. In
policies, represent a single IP address.

Configure outbound and inbound traffic management features (load balancing and high
availability).

Interface reference that can combine several network interfaces of NGFW Engines into one
logical entity. Used for defining interface matching requirements in traffic handling rules in
policies.

Related concepts

Introduction to expressions on page 1431

Service elements

Service elements are used in Access rules to match traffic and to set parameters for handling the traffic.

There are predefined system Service elements for official (IANA-reserved) and well-known protocols and services
(such as DNS, FTP, and HTTP). You can also create your own custom Service elements to specify a port that is
not predefined or to define custom options for handling some types of traffic.

Table 17: Types of Services

Element Type Explanation

Group

ICMP
IP-proto

Groups of services containing the Service elements that together fulfill a certain role (for
example, the services that allow IPsec VPN connections).

Identifies the message by the ICMP Type and Code fields.

Identifies the protocol by the IP address header Protocol field.
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Element Type

SUN-RPC
TCP

UDP

With Protocol

With Proxy

Explanation

Identifies the Sun remote procedure call (RPC) service by the program identifier.

Identifies the service by the TCP header Source Port or Destination Port fields.

Identifies the service by the UDP header Source Port or Destination Port fields.

Default Services containing Protocols that have default parameters set to typically used

values.

Default Services containing SSM Proxy Protocol Agents.

Situation elements

Situation elements are used in Inspection rules to define patterns that deep packet inspection looks for in traffic.

The Situations tree is constructed differently compared to most other trees. The Situations tree contains several
alternative groupings, so most Situations are shown in several places. The groupings allow you to easily find
Situations that are specific to the task at hand. For example, Situations specific to the HTTP protocol (some

of which are specific to particular web browsers) are stored at the following location in the Situations tree:
Situations > By Type > Traffic Identification > Browsers.

Some branches are groupings that you can add to yourself. You can use most of these branches in Inspection
rules. The Situation Type groupings are used as the basis for the tree-based Inspection rules configuration in
Inspection Policy elements.

Situations and their groupings are updated in dynamic update packages. The following table lists the default
branches at the time of writing this document.

Table 18: Default groupings of Situations at the time of publishing this document

All Situations

By Context

By Tag

Anti-Malware
Correlations
DoS Detection
DXL

Files

Protocols

Scan Detection
System

By Hardware

By Operating
System

All Situations in the system without any grouping.

Events triggered in the malware scan.

Correlation Situations for detecting patterns in event data.
Situations for detecting DoS (denial-of-service) attacks.
Situations related to McAfee® Threat Intelligence Exchange (TIE).

Situations based on identifying file types from traffic. Content identified
based on file type fingerprints is redirected to appropriate file streams.

Situations that identify protocols from traffic.
Situations for detecting network scans.
System-internal events.

Situations that detect something specific to a particular hardware platform
grouped by platform (for example, x86 (32-bit) or x86-64 (64-bit)). An
example of something hardware specific is an attempt to exploit a known
vulnerability that only exists on a particular platform.

Situations that detect something specific to a particular operating system,
grouped by operating system (for example, Windows (for all Windows
versions) or Windows 2000).
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By Situation Tag | Free-form grouping for some special use cases. The Recent Updates

By Type

By Vulnerability

Custom Situations

By Software

VPN elements

branch is especially useful. The branches dynamically list Situations that
have been recently added to the system in the 1-5 most recent dynamic
update packages. (This list helps in tuning your policies.)

Situations that detect something specific to a particular software, grouped
by brand or product name (for example, Adobe Acrobat or Microsoft
Office).

These Situations are shown as the main Rules tree in the Inspection
rules.

Situations that detect attempts to exploit known vulnerabilities grouped by
vulnerability name.

Custom Situations that the administrators create. Custom Situations can
also appear in the other branches.

You can view the types of elements used for configuring VPNs and the element descriptions.

Table 19: Types of elements in the VPN configuration

Element Type Explanation

Policy-Based VPNs

Route-Based VPN

SSL VPN Portal

Gateways

Other Elements

Tunnels

Configurations particular to a VPN between two or
more VPN gateways.

Configurations particular to VPN tunnels between
Firewall interfaces that are designated as tunnel

endpoints.

SSL VPN Portals Configurations particular to Firewalls that act as SSL
VPN Portals.

SSL VPN Portal Policies Defines which services are available in the SSL VPN

Portal and which users can access the services.

SSL VPN Portal Services Defines the SSL VPN Portal Services used through the

SSL VPN Portal.

SSL VPN SSO Domains Defines the SSL VPN SSO Domain where the same

username and password is valid.

SSL VPN Portal Service Profiles Defines the settings for SSO and cookie protection in

Certificates

the SSL VPN Portal Services.

Configurations particular to individual VPN Gateways,
such as IP address information.

Gateway Information about certificates that Firewalls use as
Certificates identification in VPNs.

VPN Certificate | Certificate issuers whose signature is accepted as
Authorities proof of identity on certificates in one or more VPNs.

Managing elements | 149



Forcepoint Next Generation Firewall 6.3 | Product Guide

Element Type Explanation

Profiles Gateway Profiles | Information about the capabilities of particular types
and versions of VPN gateway devices. Allow automatic
configuration validation.

Gateway Advanced global Firewall settings related to VPN
Settings performance tuning.
VPN Profiles The main authentication, encryption, and integrity

checking settings for VPNs.

TLS Cryptography Suite Sets Settings that define which cryptographic algorithms are
allowed to be used in the SSL VPN.

Benefits of exporting or importing
elements

The ability to export and import most kinds of elements allows you to reuse or restore them without having to
create them again.
* You can reuse elements in a different SMC.

* You can import old versions of elements or deleted elements by restoring them from a Policy Snapshot or
from an Element Snapshot.

* You can restore elements that have been moved to the Trash.
You can export and import elements using the following interfaces:
* Management Client

* Command Line Interface tools (sgExport or sgimport)

You can export elements to the following file types using the = Menu > File > Print option:
* .html
° .pdf

Note: Exported files are meant for importing elements into the database of a Management

" Server. They are not meant to be viewed or edited in external applications.

You can import elements from the following file types:

* .csv— You can create a .csv file and import values from it.

* .tsv— You can create a .tsv file and import values from it.

* .zip — You can import elements from a .zip file of elements exported from the Management Client.
Note: When you export and import elements that have been moved to the Trash, all references

to the elements remain valid. An element that has been exported from the Trash remains in the
Trash when imported to an environment with several Management Servers.

(4

Related concepts
Restore elements from Snapshots on page 154
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Related tasks

Save elements, log data, reports, and statistics on page 258
Export selected elements on page 151

Export all elements on page 152

Create .csv or .tsv files for importing elements on page 152
Restore elements from the Trash on page 159

Import user information on page 1097

Export user information on page 1098

Export selected elements

You can select and export individual elements.

E Note: You can export most but not all kinds of elements. The elements that you cannot export
" contain sensitive information (for example, administrator accounts and certificates). To export an
element that references an element which cannot be exported, you must first manually create a
corresponding element having the same name as the referenced element. Otherwise, the export
fails.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select = Menu > File > Export > Export Elements.

2) Select an option:
* Enter a file name for the export file.
* Click Browse to select the location where you want to create the file.

3) (Optional) To view and export elements that have been moved to the Trash, select # Tools > Show Deleted
Elements.

4) Select the elements that you want to export and click Add.

5) When you have finished adding elements to the Content list, click Export.
A new tab opens to show the progress of the export.

Related tasks
Import elements from a file on page 153
Export user information on page 1098
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Export all elements

You can select and export all elements.

or more aetalls abou € proauct an OW 10 contigure reatures, Clic elp or press .
Ste S OF details about th duct and how t fi feat lick Hel F1
1) Select = Menu > File > Export > Export All Elements.

2) Select an option:
* Enter a file name for the export file.

» Click Browse to select the location where you want to create the file.

3) (Optional) To view and export elements that have been moved to the Trash, select # Tools > Show Deleted
Elements.

4) Click Export.
A new tab opens to show the progress of the export.

Related tasks
Import elements from a file on page 153
Export user information on page 1098

Create .csv or .tsv files for importing elements

You can create .csv (comma-separated value) files or .tsv (tab-separated value) files for importing elements.

In a .csv file, commas separate all values. In a .tsv file, a tab character separates all values.

StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Create a new .csv or .tsv file. (For example, you can use a spreadsheet application.)

2) In the first row of the file, specify the header as follows:
e .csv files — Enteri p, nanme, commrent .
* .tsv files — Enter i p<t ab>nanme<t ab>conmmrent .

E Note: Only the IP address is mandatory in the header row. All data entered in the file must
" follow the format of the header row.
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3)

4)

5)

Enter the IP address of the element and optionally a name and a comment on the row below the header. Use
the same format as in the header.

Note: Only the IP address is mandatory. If you have other parameters in the header row,

4 9 q
enter a separator (a comma or tab) even if you do not enter a name or comment in the row.

Example: If the header row is i p, harme, corment and you want to omit the name and the comment in
the .csv file, enter 10. 1. 1. 1, , .

Example: If the header row is i p<t ab>nane<t ab>coment and you want to omit the name and the
comment in the .tsv file, enter 10. 1. 1. 1<t ab><t ab>.

If you omit the name, the SMC automatically generates a name for the element based on its IP address. The
SMC detects the element type based on the syntax of the IP address as follows:

* 10.10.10.10 — Specifies a Host element.
* 10.10.10.0/24 — Specifies a Network element.
* 10.10.10.10-20.20.20.20 — Specifies an Address Range element.

(Optional) For each element, add another row to the file.

Save the file.

Related tasks
Import elements from a file on page 153

Import elements from a file

You can import elements from a .csv or .tsv file.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

Select = Menu > File > Import > Import Elements.

Select the files you want to import, then click Import.

The Management Server automatically checks if any elements in the file to be imported have the same name
and XML content as any elements that exist. A new tab opens.

If any conflicts are found between elements in the import file and existing elements, select the Action for
each conflict according to the conflict type.

Tip: If there is a conflict between existing elements and elements in the Policy Snapshot, the
differences are shown in color in the XML format. To view the elements in XML format, select
£+ Tools > Show XML.

When there are no more conflicts, click Continue to start the import.

When the import is finished, click Close.

Managing elements | 153




Forcepoint Next Generation Firewall 6.3 | Product Guide

Related concepts
Benefits of exporting or importing elements on page 150

Restore elements from Snapshots

You can restore all elements from a Policy Snapshot or select the elements to be restored.

Related tasks
Restore all elements from Policy Snapshots on page 154
Restore selected elements from Policy Snapshots on page 155

Restore all elements from Policy Snapshots

You can restore all elements from a Policy Snapshot.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration.

2) Browse to Other Elements > Policy Snapshots.

3) To open the list of Policy Snapshots, expand the Policy Snapshot type.

4) Right-click the Policy Snapshot from which you want to restore elements, then select Restore.

5) If any conflicts are found between elements in the Policy Snapshot and the existing elements, resolve them
by selecting the Action.

Tip: If there is a conflict between existing elements and elements in the Policy Snapshot, the
differences are shown in color in the XML format. To view the elements in XML format, select
£+ Tools > Show XML.

6) When there are no more conflicts, click Continue.

7) When the restoration is finished, click Close.

Related tasks
Restore selected elements from Policy Snapshots on page 155
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Restore selected elements from Policy
Snapshots

You can restore selected elements from a Policy Snapshot.

StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Select #. Configuration.

2) Browse to Other Elements > Policy Snapshots.

3) Expand the branch for the Policy Snapshot Type.

4) Right-click the Policy Snapshot from which you want to restore elements, then select View Policy
Snapshot.

5) Select one or several elements to restore, right-click, then select Tools > Restore.

6) If any conflicts are found between the elements in the Policy Snapshot and the existing elements, resolve
them by selecting the Action.

Tip: If there is a conflict between existing elements and elements in the Policy Snapshot, the
differences are shown in color in the XML format. To view the elements in XML format, select
£+ Tools > Show XML.

7) When there are no more conflicts, click Continue to start the restoring.

8) When the restoration is finished, click Close.

Related tasks
Restore all elements from Policy Snapshots on page 154

Restore elements from Element Snapshots

You can restore elements from Element Snapshots, which are stored in Audit logs.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Display Element Snapshots in the Logs view.
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2) Right-click the audit entry of an element, then select Compare to Current Element.

E Note: If the Element Snapshot properties differ from the properties of the existing element, a
" red border is displayed. You can view the red border around the Audit Log Version (snapshot)
and the Current Version of the element.

O Tip: If there is a conflict between existing elements and elements in the Policy Snapshot, the
differences are shown in color in the XML format. To view the elements in XML format, select
Show: XML.

3) To restore the properties of the Element Snapshot to the current element, click Restore.

4) If any conflicts are found between the elements in the Element Snapshot and existing elements, resolve
them by selecting the Action:

¢ Import — The element that exists is overwritten with the element in the Element Snapshot.

* Duplicate — The element in the Element snapshot is renamed by adding a number to the end of the
element’'s name and imported as a new element.

* Do not Import — The element is not imported.
5) Click Continue.

6) When the import is done, click Close.

Related concepts
Restore elements from Snapshots on page 154

Related tasks
View and compare Element Snapshot elements on page 203

Lock elements

An administrator who is allowed to edit an element can lock the element and add a comment to explain the
reason for locking it.

Before you begin

To lock or unlock an element, you must be logged on to the Shared Domain or the Domain in which the
element is stored.

E Note: You cannot lock predefined system elements or elements that have been sent to the Trash.
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StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Right-click the element you want to lock, then select Tools > Lock.
2) Enter a Comment explaining the reason for locking the element.

3) Click OK.
The element is now locked and a lock symbol is displayed on its icon.

Unlock elements

Unlock an element so that you can edit or delete it.

Before you begin

To lock or unlock an element, you must be logged on to the Shared Domain or the Domain in which the
element is stored.

Locked elements are displayed with a lock symbol. Unlock a locked element before editing or deleting it. Any
administrator who is allowed to edit the locked element can unlock it.

StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Right-click the element you want to unlock, then select Tools > Unlock.

2) In the dialog box that opens, click Yes to confirm the unlock.

How the Trash works

Before deleting an element, you move it to the Trash.

In the Management Client, you can view and search for elements in the Trash. An administrator with unrestricted
permissions can search for elements in the Trash in all administrative Domains.

Before working with the Trash feature, review the following considerations:

* |If you want to delete an administrator account, first disable the account. Then you can delete the disabled
Administrator element in the Administration branch of the Configuration view.

*  Domains cannot be moved to the Trash. You can only permanently delete Domains.

* An element in the Trash is still valid in any previous configuration where the element was used before it was
moved to the Trash. However, you cannot add an element that is in the Trash to any new configuration.

*  When you export and import elements that have been moved to the Trash, all references to the elements
remain valid. An element that has been exported from the Trash remains in the Trash when imported to an
environment with several Management Servers.
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* You can also restore elements that have been moved to the Trash. An element in the Trash is permanently
deleted only when you delete it from the Trash or when you empty the Trash.

Related tasks

Delete elements from the Trash on page 159
Restore elements from the Trash on page 159
Disable administrator accounts on page 363
Delete a Domain on page 399

Move elements to the Trash

You move elements to the Trash before deleting them permanently.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Right-click the element, then select Delete.
A confirmation dialog box opens.

2) If the element you are moving to the Trash is used in any configuration, view and remove all references to
the element:

a) Click Open References to view the references.

b) To remove the references, right-click each element that references the element that you want to remove,
select Edit, and remove the element from the configuration.

3) Click Yes.
The element is moved to the Trash.

Related tasks

Restore elements from the Trash on page 159
Delete elements from the Trash on page 159
Search for element references

Disable administrator accounts on page 363
Delete a Domain on page 399
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Restore elements from the Trash

You restore elements from the Trash so that you can add them to new configurations.

StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Select = Menu > View > Trash.

2) Right-click the element that you want to restore, then select Undelete.

Note: You can view the references to the element you are restoring. In the confirmation

r dialog box, click Open References.

3) Click Yes.
The element is restored.

Related tasks
Move elements to the Trash on page 158
Delete elements from the Trash on page 159

Delete elements from the Trash

You can permanently delete an element that you moved to the Trash.

If you select & Tools > Show Deleted Elements to view the elements that have been moved to the Trash, you
can delete the element from the Trash in your current view. Otherwise, you can either delete a single element
from the Trash branch or delete all elements in the Trash by emptying the Trash.

To permanently delete an element:
* Administrators must have sufficient rights.
* The element must not be used in any configuration, for example, in a policy.
CAUTION: Deletion is permanent. There is no undo. To recover a deleted element, you must

either recreate it or restore it from a previously created backup or XML export file that contains the
element.

StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Select = Menu > View > Trash.

2) Right-click the element that you are deleting, then select Delete.
A confirmation dialog box opens.
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3) If the element you are moving to the Trash is used in any configuration, view and remove all references to
the element:

a) Click Open References to view the references.

b) To remove the references, right-click each element that references the element that you want to remove,
select Edit, and remove the element from the configuration.

4) Click Yes.
The element is permanently deleted.

Related tasks
Restore elements from the Trash on page 159

Empty the Trash

You can permanently delete all elements in the Trash at one time.

CAUTION: Deletion is permanent. There is no undo. To recover a deleted element, either
recreate it or restore it from a previously created backup or XML export file that contains the
element.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select = Menu > View > Trash.

2) Select # Tools > Empty Trash.
A confirmation dialog box opens.

3) Click Yes.
All elements in the Trash are permanently deleted.

Related tasks
Restore elements from the Trash on page 159
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How Categories help you view only
certain elements

Categories allow you to restrict which elements are displayed in the Management Client. When you activate a
Category Filter, elements that do not belong to one of the selected Categories are filtered out of your view.

Categories help you manage large networks by filtering the elements that are displayed. You can create separate
Categories for elements that belong to a Firewall, IPS, or Layer 2 Firewall configuration and then select the
category you want to configure. You can freely select how to assign the Categories, and quickly and flexibly
change which combinations of Categories are shown according to your tasks.

In a large installation, there can be hundreds of elements, but you usually do not need to work with all elements
at the same time. Category elements allow you to group related elements according to any criteria you want.
Using Categories, you can quickly filter your Management Client view. Elements that do not belong to the
selected Category are filtered out so that only the relevant elements are visible. Categories allow you to manage
many elements more efficiently by making it easier to find the elements you need.

There are two predefined Categories:

* The System Elements Category is assigned to all default elements in the SMC. You can use it to display all
predefined elements in the system.

* The Not Categorized Category contains all elements that have not yet been assigned a Category.

Grouping Category elements with Category
Tag elements

If you have many custom Category elements, you can group the Categories using Category Tag elements.
Category Tags can also be used to filter elements in Management Client views.

After you have created a Category Tag, you can select that Category Tag for a Category. You can also arrange
Category Tags into groups by selecting a parent Category Tag for Category Tag elements.

When Category Filters are available, Category tags can be used as filtering criteria in the Management Client.

Category configuration overview

You can create and combine Categories in a custom Category Filter.

Follow these general steps to configure a custom Category Filter:

1) Create a Category.
2) Associate elements with the Category.
3) Select a Category as the active Category Filter.

4) Combine Categories in a custom Category Filter.
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Related tasks

Create new Category elements on page 162

Select Categories for elements on page 163

Activate Category Filters on page 163

Combine Category elements in custom filters on page 165

Create new Category elements

You can create as many Categories as you need, and you can base the Categories on any criteria.

For example, you can create separate Categories for elements related to different geographic locations. The
same element can belong to several Categories. Categories are stored as elements and they are visible to other
administrators as well.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select #. Configuration, then browse to Administration.

2) Browse to Other Elements > Categories.

3) Right-click Categories, then select New Category.

4) Give the Category a unique name.

5) (Optional) Enter a Comment for your own reference.

6) Click OK.

Related tasks
Select Categories for elements on page 163
Activate Category Filters on page 163

Add Category elements to groups using
Category Tag elements

Add Categories to groups using Category Tags for easier management of categorized elements.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.
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2) Browse to Other Elements > Categories.

3) Right-click Categories, then select New > Category to create a Category, or right-click an existing Category

to open the Category properties.

4) Select a Category Tag for the Category.
a) To select a category, click Add.

b) To create a Category Tag, select # Tools > New > Category Tag.

5) Click OK.

Select Categories for elements

You can select any number of Categories for each element without restrictions.

There are no automatic checks to consider; elements that reference each other do not need to be in the same
Category. If you are using a Category Filter, the Categories included in the Category Filter are added to new
elements when you create them. You can also manually select other Categories for elements and remove the
automatically added Categories.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Click Select next to the Category field in the properties of a new or existing element.
The Category Selection dialog box for the element opens.

2) Add or remove Categories as needed.

3) Click OK.

Related tasks
Create new Category elements on page 162
Activate Category Filters on page 163

Activate Category Filters

In most views, you can select a Category Filter to restrict which elements are displayed. You can also filter by
more than one Category at a time.

The Category Filters are selected in the toolbar of the Management Client. You can create a custom Category
Filter containing any combination of Categories. For example, you can combine a Category for a particular
geographic location and a Category for critical servers. This custom Category Filter combination only displays
elements related to the critical servers at one location. The Category Filter is applied in all views.

Note: The selected Category Filter is applied in all views until you select a different Category
Filter or Category Filter Not Used.

4
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StepS @ For more details about the product and how to configure features, click Help or press F1.

1) If the Category Filter selection is not visible in the toolbar, select = Menu > View > Layout > Category
Filter Toolbar.

2) Select an existing Category.
» If the Category you want to use is not listed, select Select, select the Category, then click Select.
* To display the elements that do not belong to any Category, select the Not Categorized filter.
* To display the predefined system elements, select the System Elements filter.

Result

Only the elements that belong to the selected Category are displayed. To display all elements again, select
Category Filter Not Used.

Related tasks
Combine Category elements in custom filters on page 165

Activate the default Category Filters for
Domain elements

When you create a Domain, you can set the default Category Filters that are automatically used when you log on
to the Domain.

If you change the Category Filter, you can revert to the default Category Filter for the Domain.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) If the Category Filter selection is not visible in the toolbar, select = Menu > View > Layout > Category
Filter Toolbar.

The Category Filter selection is displayed in the toolbar.

2) In the Category Filter toolbar, select Default Category Filter for Domain.

Related tasks

Create new Category elements on page 162
Activate Category Filters on page 163
Create Domain elements on page 393
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Filter elements by Category Tag

Use Category Tags to filter categorized elements in different Management Client views.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) If the Category Filter selection is not visible in the toolbar, select = Menu > View > Layout > Category
Filter Toolbar.

2) Select a Category Tag from the Category Filter menu to filter elements by Category Tag.

E Note: If the Category Tag you need is not listed, select Other and navigate to the Category
Tag.

Result

The elements in the view are filtered to only show elements in Categories that have the selected Category Tag.

Combine Category elements in custom filters

You can combine several Category Filters to display elements that are in any of the selected Categories.

StepS @ For more details about the product and how to configure features, click Help or press F1.
1) In the Category Filter toolbar, select Define Custom Category Filter.
2) Select the Categories you want to add, then click Add.

3) (Optional) If you want to view elements that do not have a Category (they belong to the Not Categorized
Category), select Show Not Categorized.

4) (Optional) If you want to view elements that are predefined elements (they belong to the System Elements
Category), select Show System Elements.

5) Click OK.
Only the elements assigned to the selected Categories are displayed.

Related tasks
Create new Category elements on page 162
Activate Category Filters on page 163

Managing elements | 165



Forcepoint Next Generation Firewall 6.3 | Product Guide

Examples of Categories

The examples illustrate some common uses for Categories and general steps on how each scenario is
configured.

Example: Creating category elements for a
firewall and an IPS configuration

This scenario shows an example of using categories to show only Firewall or IPS engine configurations.

Company A is a large enterprise planning a new system. The system includes several Firewall and IPS engines.
Each Firewall and IPS engine has its own policy. The company’s administrators are only required to manage the
Firewall engines and their policies or the IPS engines and their policies at a time. To restrict which engines and
policies are displayed, the following steps are taken:

1) The headquarters administrator creates two Categories: one for the elements that belong to the Firewall
configuration and another for the elements that belong to the IPS configuration.

2) The headquarters administrator creates the elements that represent the Firewalls, Firewall policies, IPS
engines, and IPS policies. The administrator then selects the appropriate Category for each element while
defining its properties.

3) The administrators select the appropriate Category as the Category Filter so that only the elements in the
Firewall or IPS configuration are displayed.

Example: Combining category elements

This scenario shows an example of combining categories that are used at different sites.

Company B has sites in New York, Toronto, and Mexico City. The company’s administrators have defined
separate Categories for the elements that belong to each site, because administrators usually work with the
elements of one site at a time. Today, however, Administrator A must apply the same configuration changes to
the New York and Toronto sites. Administrator A does not want to create a Category for this temporary need.
To be able to filter the elements belonging to both the New York and Toronto sites, Administrator A does the
following:

1) Creates a custom Category Filter that contains the New York and Toronto Categories. The elements at both
the New York and Toronto sites are displayed, and elements in the Mexico City Category are filtered out.

2) Makes the configuration changes to the elements in the New York and Toronto sites.

3) Selects the Category Filter Not Used filter to display all elements again.

Legacy elements and options

Elements and options related to features that are no longer supported might be visible in the Management Client
if you configured them using an earlier Forcepoint NGFW software version, and are included only for backward
compatibility.

For information about these features in earlier software versions, see the version-specific documentation.

Managing elements | 166



Forcepoint Next Generation Firewall 6.3 | Product Guide

Feature No longer supported starting from

« Stonesoft Authentication Server Forcepoint NGFW 5.9.0
* Stonesoft User Agent

Anti-Spam Forcepoint NGFW 6.2.0
McAfee Endpoint Intelligence Agent (McAfee EIA) Forcepoint NGFW 6.3.0
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PART IV

Monitoring

Contents

e Monitoring Forcepoint NGFW components on page 171
*  Monitoring third-party devices on page 215

*  Viewing and exporting logged data on page 235

* Reports on page 263

* Filtering data on page 285

*  Working with Diagram elements on page 299

* Incident Case elements on page 313

You can use the SMC to monitor system components and third-party devices. You can also view and filter logs, and
create Reports from them.
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CHAPTER 11

Monitoring Forcepoint NGFW
components

Getting started with monitoring the system on page 171

System monitoring tools in the Management Client on page 172
Overviews and how they work on page 189

Monitoring connections, blacklists, VPN SAs, users, routing, and SSL VPNs on page 196
View and compare Element Snapshot elements on page 203
Monitoring connections using Geolocation elements on page 205
Monitoring configurations and policies on page 208

Monitor administrator actions on page 209

Monitor tasks on page 209

Traffic captures and how they work on page 210

Checking maintenance contract information on page 212

Check when internal certificates or CAs expire on page 214

All Forcepoint NGFW components can be monitored through the Management Client.

Getting started with monitoring the
system

There are several ways to monitor the system in the Management Client.

* Monitor the status of individual components and view a summary of the system status.

* Monitor the status of elements that belong to different administrative Domains.

* Create customizable overviews of the system.

* Monitor enforced blacklists, open connections, active VPN SAs, active users, routing, and SSL VPN sessions.
* View, approve, and commit pending changes made to configurations and policies of engines.

* Check which configurations and policies are currently applied in the system.

* Check which actions administrators take.

* Check the status of Tasks that schedule commands to run automatically.

* Monitor the status of the maintenance contract.

* Monitor the status of internal certificates and internal certificate authorities.
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Related concepts

What the Home view shows on page 172

Overviews and how they work on page 189

Monitoring connections, blacklists, VPN SAs, users, routing, and SSL VPNs on page 196
Monitoring connections using Geolocation elements on page 205

Monitoring configurations and policies on page 208

Checking maintenance contract information on page 212

Getting started with monitoring third-party devices on page 215

Getting started with the Logs view on page 235

Getting started with reports on page 263

Related tasks

View, approve, and commit pending changes on page 107
Monitor administrator actions on page 209

Monitor tasks on page 209

Check when internal certificates or CAs expire on page 214

System monitoring tools in the
Management Client

There are various tools and views that you can use to monitor the NGFW system.

The Domain Overview

Domain elements allow you to group elements that belong to specific configurations (for example, elements that
belong to a particular site or customer). The Domain Overview allows you to see at a glance the status of the
Domains and their elements. You do not need to log on to each Domain to monitor its status.

If the configurations are divided in different administrative Domains, the Domain Overview displays as the first
view after logon. The Domain Overview is only available to administrators who have permissions for several
domains. You can then select the Domain that you want to manage.

Related concepts
Getting started with Domain elements on page 391

What the Home view shows

The Management Server automatically tracks the operation of the Forcepoint NGFW components. You can also
monitor the status of third-party devices in the Management Client.

You can check the status of the system and individual components in the Home view.
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There are several ways to open the Home view. For example:
* Select ft Home.
* Right-click an element that is monitored, then select Monitoring > Home.

Related concepts
How the Home view is arranged on page 173
Getting started with monitoring third-party devices on page 215

How the Home view is arranged

In the Home view, you can view the status of NGFW components and monitored third-party devices.

By default, when you start the Management Client, you see the Home view. This view provides the operating and
connectivity status of SMC components and third-party components that are set up to be monitored through the
SMC. The status information is stored on Log Servers. The Management Server compiles the Home view based
on data from all Log Servers.
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Figure 42: Home view
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1 Status tree — Status of monitored system elements

To see the status of a component in the Status tree, expand the tree, then place the cursor over any
element. You can see the element's IP address and status in a tooltip.

2 Organize by drop-down list — Options for sorting the elements in the Status tree

3 Status cards for NGFW Engines, VPNs, and other monitored elements or the Home page for the
selected element — Show detailed information about the status and configuration of monitored
elements.

Click the card for an element to open the element's home page.

Click -+ New to add an element of the selected type

4 Card Size options — Options for changing the size of status cards and what information they show

5 Pending Changes pane — Shows configuration and policy changes that have not yet been transferred
to the engines. The Recent Commits pane opens in the same place and shows recent policy uploads.

6 Drill-downs pane — Shortcuts to more details of the selected element. Blank if no element is selected
in the Status tree.

7 Info pane — Details of the selected element. Blank if no element is selected in the Status tree.

8 Location for monitoring the system

Monitoring Forcepoint NGFW components | 174




Forcepoint Next Generation Firewall 6.3 | Product Guide

Figure 43: Card size toolbar

1 Auto — Selects the card size automatically based on the space available.

2 Sum — Shows the number of engines for each status. This card size is useful for large installations.
3 Small card size

4 Medium card size

5 Large card size

Different sizes of cards show different information.

Figure 44: Small cards
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Small cards show only the status of the element.

Monitoring Forcepoint NGFW components | 175




Forcepoint Next Generation Firewall 6.3 | Product Guide

Figure 45: Medium cards
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Medium cards show the status of the element, when the last policy upload was made, and whether there are any

active alerts for the element.

Figure 46: Large cards
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Large cards show the status of the element, configuration information about the element, and whether there are
any active alerts for the element. For engine elements, the cards also show the current load of the engine.

Related concepts
How component statuses are indicated on page 186
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What the element home pages show

Element home pages show different information depending on the type of element.

Clicking an element's status card or selecting an element in the Status tree opens the home page for the
element.

To edit the layout of the element home pages, click @ Edit at the top right corner of the view. You can resize
panes, or drag new panes into the view. To remove a pane, drag the pane to the top of the view.

Figure 47: Engine element home page
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Table 20: Panes in engine element home pages

Pae —loespion

Configuration Shows information about the configuration status of the engine. To preview the properties of
the engine or the engine policy, click the engine name or policy name. To edit the properties
of the engine or to edit the policy, click & Edit.

If the configuration of an engine has not yet been completed, you can continue the
configuration (for example, save the engine’s initial configuration or upload a policy to the
engine) directly from the engine’s home page. The remaining configuration steps are shown
on the home page.

System Shows the selected element’s status and the status of its connections with other NGFW
Connections components. Also shows the number of endpoint clients that are sending ECA information.
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Pae —loespion

Pending Shows configuration and policy changes that have not yet been transferred to the engines.
Changes Provides options for viewing, approving, and committing pending changes.

Recent Shows recent policy uploads. Opens in the same place as the Pending Changes pane.
Commits

Alerts Shows active alerts for the engine.

When you select an individual engine node in the Status tree, the hardware diagram page for the node opens.
The hardware diagram shows details about the status of network ports. More detailed information is shown in the
Info pane for network interfaces and hardware (appliance) status.

Figure 48: Policy-based VPN element home page

Configuration VPN Diagram

Corporate ”
VPN

IDLE

4+ 1Central Gateways
A2 11 Satellite Gateways
69 VPN Tunnels

& Mobile VPN

E VPN-ASuite

Tunnels

Gateway A Endpoint A Gateway B Endpoint B Status
E VPN Client ol VPN Client IPv4 [ Helsinki VPN Gateway odl 10.1.1.254 IDLE
E VPN Client odl VPN Client IPv4 B Helsinki VPN Gateway odl 172.31.1.254 IDLE
H vpPn Client odl VPN Client IPv4 [ Helsinki VPN Gateway odl 172.16.12.41 IDLE
[ Beijing VPN Gateway ofl 10.1.8.254 [ Helsinki VPN Gateway odl 10.1.1.254 IDLE

Table 21: Panes in policy-based VPN element home pages

Pae —loesapion

Configuration Shows information about the configuration status of the VPN. To preview the VPN, click the
name of the VPN. To edit the VPN, click & Edit.

VPN Diagram Shows the gateways and the topology of the VPN.

Tunnels Shows the status of the tunnels in the VPN.
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Figure 49: Monitoring Group home page for route-based VPN tunnels

Configuration VPN Diagram

Group A
P BB H

Saint Paul VPN Gateway HelsinkiVPNGateway  PlanoVPN Gateway
@ 3 Gateways
= 2 GRE Mode Tunnels

Tunnels

Name Tunnel... GatewayA Endpoin... GatewayB Endpoint B Status

& GRE VPN Tunn... GRE [ HelsinkiVPN Gate... ofl 172.1... [ Plano VPN Gate... ofl 172.31.14... == UNKNOWN
& GRE VPN Tunn... GRE [ Saint Paul VPN Gat... odl 172.3... [ Helsinki VPN Ga... odl 172.16.12... == UNKNOWN

Table 22: Panes in Monitoring Group home pages

Configuration Shows an overview of the tunnels in the group.

VPN Diagram Shows the gateways and how the tunnels are connected between them.

Tunnels Shows the status of the tunnels.

Monitoring Forcepoint NGFW components | 179



Forcepoint Next Generation Firewall 6.3 | Product Guide

What the Pending Changes pane shows

The Pending Changes pane shows configuration and policy changes that have not yet been transferred to the
engines. What the pane shows depends on whether an engine's home page or the Home view is open.

Figure 50: Pending Changes pane for an engine on the engine's Home page

Pending Changes o @ @ View Recent Commits

Time v Changed Element Administrator v

16:47:21 B Log Server A demo ® e
16:47:21 B Log Server A demo @ @
16:46:41 & Helsinki Internal Network. A demo

16:46:03 B Helsinki Mail Server 1 A demo

16:44:18 & Helsinki FwW @ A demo

13:46:17 B8 All Helsinki Networks A demo

13:45:56 B8 All Helsinki Networks A demo

¢ View Changes Approve All

1 The number of pending changes for the current engine

2 Opens the Recent Commits pane
3 A menu with options to view audit data and to find out where the element is used
4 The approval status of the pending change

5 The element where the change was made
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Time

17:41:23
17:28:38
17:27:26
16:47:21
16:47:21
16:46:41
16:46:03
16:44:18
13:46:17
13:45:56

-

v Changed Element
& London Internal Network
& Plano TXFW
& Plano TXFW

B Log Server @

B Log Server

& Helsinki Internal Network.

B Helsinki Mail Server 1
& Helsinki FW

28 All Helsinki Networks
28 All Helsinki Networks

Administrator
A demo
4 demo
A demo
A demo
A demo
A demo
A demo
A demo
A demo
A demo

Figure 51: Pending Changes pane for all engines in the Home view

Pending Changes @@

@View Recent Commits

Target Engines v

7 NGFWs @

7 NGFWs (@] wes
7 NGFWs @
6 NGFWs

6 NGFWs

6 NGFWs @

& Helsinki FW

6 NGFWs

6 NGFWs

6 NGFWs

Approve All

2 Opens the Recent Commits pane

1 The total number of pending changes for all engines

3 The approval status of the pending change
4 A menu with options to view audit data and to find out where the element is used
5 The engine or engines affected by the pending change

6 The element where the change was made

Monitoring Forcepoint NGFW components | 181




Forcepoint Next Generation Firewall 6.3 | Product Guide

What the Recent Commits pane shows

The Recent Commits pane shows the list of recent policy uploads on the selected engine or all engines,
depending on whether an engine's home page or the Home view showing all engines is open.

Figure 52: Recent Commits pane for an engine on the engine's Home page

Recent Commits @ View Pending Changes

Time v Comments Administrator
13:44:08 Blocked FTP for now

A demo soe
13:37:16 Fixed VPN endpoint problem A demo @
13:34:07 A demo

View all Policy Snapshots... @

1 Opens the Pending Changes pane

2 Options for viewing, comparing, and restoring Policy and Element Snapshots

3 Opens the Policy Snapshot view for the selected engine type
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Figure 53: Recent Commits pane for an engine in the Home view

Recent Commits @ View Pending Changes
Time v Comments Administrator Target Engine

13:44:08 Blocked FTP for now A demo € Santa ClaraFwW oee
13:37:16 Fixed VPN endpoint problem A demo & Santa Clara FW
13:34:07 AL demo & Santa Cla<a FW
13:24:03 A demo & Plano Fé’j

13:20:03 A demo & Milan FW

13:16:49 Fine-tuning HTTP rules A demo & London FW

Yesterday A demo & Paris FW

Yesterday A demo & Madrid FW

2017-01-24 A demo & Mexico FW

2017-01-24 A demo & Beijing FW

2017-01-24 A demo & Helsinki FW
2016-04-06 A demo Dubai Virtual F...

Amam oA A - — e 1 csae s LTS

View all Policy Snapshots... @

1 Opens the Pending Changes pane
2 Options for viewing, comparing, and restoring Policy and Element Snapshots

3 Shows the engine or engines to which the policy was uploaded

4 Opens the Policy Snapshot view for the selected engine type

What the Info pane shows

The Info pane is shown by default in most views. In addition to element details, the Info pane shows the most
important status information for components.

The Info pane shows detailed information about the component that you select. The type of element determines
which tabs are shown.

For example, the Interfaces tab shows information about the network ports of the selected engine node, such
as speed and duplex. The Status tab shows the status of hardware and services. For example, for NGFW
appliances, the Status tab shows the hardware status of the selected device. If the anti-malware feature is used,
the status of the anti-malware signature database is shown.
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Figure 54: Info pane for an NGFW Engine

Info @

T T T T 1

General | Interfaces Routing| Antispoofing History

Helsinki FW

& Helsinki FW node 1

&9 Helsinki FW node 2

&5 Helsinki FW node 3

HQ Policy (2016-04-06 16:14:56)
6.1 (Update Package: 748)

s (3) @ ox
NNECTIVITY: QK
9 Ho

x86-64
HQ Site

1 Status

2 Configured interfaces

View the status of appliance configurations

When you configure a Forcepoint NGFW appliance using the plug-and-play configuration method, you can view
the status of the configuration process.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select = Menu > System Tools > View Appliance Configuration Status.

Related concepts
Management connections for engines and how they work on page 635
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Shortcuts for monitoring different elements

Actions for monitoring a component are available in the Monitoring branch of the element's right-click menu. The
available actions depend on the component type.

Figure 55: Monitoring submenu in right-click menu for components — for Firewalls

Monitoring >| #& Home @
Commands >| [ Logs by Sender
Blacklist >| B Logs by IP Addresses ]
Options >| & Connections
W Add Category ... [B] Blacklist
Tools >| [V] VPN SAs
W Paste Ctrl+V| [&] Users
Routing
CJSSLVPNs |

W Access Overview
i Authentication Overview
& Engine Details

A
A
' File Transfers
&t Firewall Details
A

& Inspection Overview

Select... @

J

1 View component status.
2 View log data for component.

3 View the currently active connections, blacklist entries, VPN SAs, users, static and dynamic routes, and
SSL VPNs.

4 View or edit a detailed Overview or third-party Overview.

5 Select an Overview that is not listed.

Related concepts

How component statuses are indicated on page 186

Overviews and how they work on page 189

Monitoring connections, blacklists, VPN SAs, users, routing, and SSL VPNs on page 196
Getting started with the Logs view on page 235

Getting started with reports on page 263
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Related tasks
View Domain status on page 398

How component statuses are indicated

The status of NGFW components and monitored third-party components is indicated by colors in most views
where the elements are displayed. The status of various system communications is indicated by colors in
monitoring diagrams and in the Info pane.

In addition to element status colors, the following icons indicate status:
* Pending configuration or policy changes on an engine are indicated by a blue balloon showing the number of
changes next to the engine in the Status tree.

* Hardware malfunctions are indicated with special icons in the Status tree. If any problems are indicated,
always check the logs and alerts to find out what is causing the problems.

Related reference

Icons that indicate malfunctions on page 186
Element status colors on page 187

Node status colors on page 187

NetLink status colors on page 188

VPN status colors on page 188

Connectivity status colors on page 188

Icons that indicate malfunctions

Engine hardware malfunction is indicated with an icon on top of the affected engine’s icon in the Status tree and
on all top-level branches of the tree.

For more information about the hardware malfunction, select the engine in the Status tree, then click the Status
tab in the Info pane.

Table 23: Hardware malfunction icons

Warning A predefined Warning level has been reached in hardware monitoring
(for example, the remaining file system capacity is less than 15%). The
system also generates a log entry.

Alert A predefined Alert level has been reached in hardware monitoring (for
example, the remaining file system capacity is less than 5%). The system
also generates an alert entry.
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Replication malfunction icon

In an environment with more than one Management Server, the configuration data is replicated to all
Management Servers that are online. If the replication of configuration data among the Management Servers
fails, an exclamation point on a yellow triangle is shown. You can see this icon on top of the Management
Server’s icon in the Status tree for each Management Server that is not synchronized with the other Management
Servers.

Element status colors

The element-level status gives an overview of the status of all engine nodes that are represented by the element
(also shown for single-node components).

Table 24: Element-level status

Green All OK All nodes have a normal status (online or standby).

Yellow Warning Some nodes have an abnormal status or have been commanded offline,
but are still sending status updates normally.

Red Alert All nodes have an abnormal status, there are one or more nodes
that have not sent expected status updates, or all nodes have been
commanded offline.

Gray Unknown status No policy has been installed on any of the nodes.

White Not monitored An administrator has disabled monitoring for all nodes.

Node status colors

The node status gives more detailed information about individual engines.

Table 25: Node-level status

Green Node or server The node or server is online.

online
Green (with | Locked online The node is locked online to prevent automatic status transitions. The
slot) node does not change state unless commanded by an administrator.
Cyan Standby mode Used with clustered engines when the cluster is in Standby mode. The

node is in standby mode. One of the standby nodes goes online when the
previous online node goes to a state in which it does not process traffic.

Purple Node offline The node is offline and does not process traffic.

Purple (with | Locked offline The node is locked offline to prevent automatic status transitions. The

slot) node does not change state unless commanded by an administrator.

Gray Timeout or unknown | The Management Server does not know the status of the node.
status

White Not monitored An administrator has disabled monitoring for the node.
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Gray outline | Under work, no The node is under work and has not contacted the SMC yet.
contact to SMC yet

Green Under work, no first | The node is under work, has contacted the SMC, but the first policy
outline policy upload yet upload has not yet been made.

NetLink status colors

NetLink status shows the status of the network links in a Multi-Link configuration.

E Note: The NetLink elements are queried and the status is displayed only if Probing settings are
é configured in the NetLink elements and the Outbound Multi-Link element is included in the engine
configuration. (To include the Outbound Multi-Link element in the engine configuration, you add an
outbound balancing NAT rule to the policy.)

Table 26: NetLink status icons

Green OK The NetLink is up.
Gray Unknown status The Management Server does not know the status of the NetLink.
White Not monitored An administrator has disabled monitoring for the NetLink.

VPN status colors

The VPN status shows the health of the VPN tunnels.

Table 27: VPN status

Green Tunnels up All tunnels have a normal status (online or standby) and there is traffic.

Yellow Warning An error was detected, at least for some traffic, but the tunnels are usable
in principle, and some other traffic might be getting through.

Red Error Some or all tunnels are down.

Blue Idle The tunnels are valid, but there has not been recent traffic.

White Not configured The VPN has no valid tunnels, because the VPN configuration is not

complete or does not allow any valid tunnels.

Connectivity status colors

Element diagrams and the Connectivity tab in the Info pane show the status of the connectivity between
elements.

See the tooltip for the status color for more details.
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Table 28: Connectivity status

Green OK

Red Error

Cyan Idle

Yellow Warning

Blue Closed

Gray Timeout, Unknown

The connection is active (there have been communications within the last
2 minutes) and no problems have been reported.

The Management Server received a report that connection attempts have
failed.

Connection between components is still open but there is a pause in
communications.

There are problems with heartbeat or state synchronization between
nodes in a Firewall Cluster. Only one of the interfaces used for heartbeat
or state synchronization functions properly. This warning does not affect
how the cluster functions.

The connection was closed by one of the components.

The Management Server does not know the status of the connection. The
connection might or might not be working.

Related concepts
Getting started with monitoring the system on page 171

Overviews and how they work

Customizable Overviews contain information on the system’s status, including shortcuts to frequently used views
and statistical charts of the system’s operation. An example of a frequently used view is a log filtered by criteria
that you configured. Examples of statistical charts are engine load and traffic flow.

You can create new Overviews on an empty template or start your customization based on one of the default
Overview templates.

Related tasks
Create Overview elements on page 190

Add System Summary Sections to Overview elements on page 191
Add Statistics Sections to Overview elements on page 192

What Overview elements show

Overviews contain high-level status and statistical information.

You can use overviews to view:

The system status

Bookmarks, such as logs filtered with specific criteria

Statistical charts on system operation (such as engine load) and the traffic flow
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Figure 56: Example overview
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1 Information is displayed as resizeable sections.

2 Use this pane to conveniently edit the content and appearance of the selected section.

You can create several different overviews for different purposes. Several default overviews are provided as
templates.

In addition to status information, you can add various statistics related to the traffic and the operating state of
components. You can display information in various ways, such as tables, maps, and different types of charts.
Statistics can trigger an alert when the value of a monitored item reaches a limit you set.

Create Overview elements

After you create an Overview element, you can add a summary of the system status or statistics.

StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Select .i Overviews > New Overview.

2) Select the Overview template:
* To add your own Overview sections to an empty grid, select Empty Overview, then click OK.
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¢ To use one of the predefined Overview templates, select the template from the list, then click OK.

Related tasks
Add System Summary Sections to Overview elements on page 191
Add Statistics Sections to Overview elements on page 192

Modify Overview elements

Add System Summary sections and Statistics sections to customize your Overview.

Add System Summary Sections to Overview
elements

The system summary is shown in the default start view, but you can also add it to your own Overviews.

It is possible to add more than one system summary to the same overview, but the information displayed is
always the same.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select .h Overviews and an Overview.

2) Select B New > System Summary Section.

3) (Optional) Adjust the placement and size of the new section by dragging and dropping the section or its
edges. Resizing is based on preset grid positions. For resizing to work, drag the edge until it snaps to the
next position on the screen.

4) Click ™ Save or select # Tools > Save As.

Related concepts
How the Home view is arranged on page 173

Related tasks
Add Statistics Sections to Overview elements on page 192
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Add Statistics Sections to Overview elements

If you want to see statistical information in table or chart form, add a Statistics Section.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select .h Overviews and an Overview.

2) Select B New, then select a section from the list.

O Tip: If you cannot find an appropriate section in the list, select Select, then select a section in
the Select Section dialog box.

Tip: If you want to add a section based on a statistical item, select Create from Item, then
select an item from the Select Item dialog box.

3) Define the basic section properties in the Section Properties pane.
4) (Optional) Click the Senders tab, then select which elements are shown in the section.

5) (Optional) Adjust the placement and size of the new section by dragging and dropping the section or its
edges.

E Note: Resizing is based on preset grid positions. For resizing to work, drag the edge until it
snaps to the next position on the screen.

6) Click ™ Save or select ¥ Tools > Save As.

Related concepts
How Statistical Items help you visualize data on page 193

Related tasks
Set thresholds for monitored items in Overview elements on page 194

Create Statistics Sections

You can save a section you have customized in one Overview as a Statistics Section. Saving allows you to
create the same type of section with the same settings in other Overviews.

After you create a Statistics Section, you can add the new section to other Overviews.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select .h Overviews and an Overview.
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2) Right-click any section in the Overview, then select Save As New Section.
3) Define the basic section properties on the General tab of the Section Properties dialog box.
4) Select the diagram settings in the Visualization tab.

5) Select the diagram type.

E Note: You can change this selection when you include the section in an Overview. The
options available depend on the diagram settings you made in the previous step. If available,
enter the number of items to be included in the Top Limit field. If you selected Progress as
the diagram type, you can select Graph per sender or Scale per Second.

6) (Optional) Click the Items tab, then select or remove statistics items for the section.
7) (Optional) Click the Senders tab, then select which elements are shown in the section.
8) Click OK.

9) Click ™ Save or select # Tools > Save As.

Related concepts
Creating and editing local filters on page 289

Related tasks
Add Statistics Sections to Overview elements on page 192
Add System Summary Sections to Overview elements on page 191

How Statistical Items help you visualize data

Statistics process and visualize data. They help you focus on the most relevant information in the system (for
example, trends in network traffic) and find changes and anomalies in network traffic.

You can use statistics in Overviews and Reports, and when you browse Logs or Connections. Filters are
available to help you find information.

Statistical items count log entries, summaries of log fields included in those entries (like traffic volumes in log data
containing accounting information), or specified statistical data (counter items). The items are organized based on
the component types, as the runtime data they produce is different.

E Note: Log entries are referred to as records in the item names.
4

Related tasks
Add Statistics Sections to Overview elements on page 192
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Add Statistical Items to Overview elements

To see a representation of statistical data in an Overview, add a Statistical ltem.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select .h Overviews and an Overview.

2) Inthe Section Properties pane, click Items.

3) Click Add.

4) Select the items.

5) In the Properties dialog box, click OK.
The items are added to the section and their data is displayed in the section.

Remove Statistical Items from Overview elements

If you no longer find a Statistical ltem useful or relevant, you can remove it.

StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Inthe Section Properties pane, click Items.
2) From the section, select the item that you want to remove, then click Remove.

3) Inthe Properties dialog box, click OK.
The item is removed from the section.

Set thresholds for monitored items in Overview
elements

Thresholds activate automatic tracking of monitored items in Overviews. The values of the monitored items are
checked once an hour.

For Progress items, the total of the values is compared to the threshold limit. The threshold is considered
exceeded if the average level of the curve is above the threshold limit during the tracking period.

For Top Rate and Top Rate Curve items, the highest value is compared to the threshold limit. The threshold is
considered exceeded if the highest value is above the threshold limit during the tracking period. If the threshold
limit is exceeded, an alert is sent.
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Steps @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

6)

Select i Overviews and an Overview.

Select Enable Alert Threshold.

Records by sender - 1 hour X | Top Limit: 10

Hits / second (average of 2 minutes)

03

P A Scale per Second
0.25 (900 /1 hour)
02 ~ \/\ Items...
01 Period: I 1 hour e ]
0 @ Enable Alert Threshold
11:20 11:30 11:40 11:50 12:00 12:10

Helsinki ISP C Atlanta ISP C Limit:

Algiers ISP A Helsinki ISP A @ Imi: [ 900 ]

Beijing ISP B Atlanta ISP A

Beijing ISP A ~ Algiers ISP B Eor-

Helsinki ISP B Atlanta ISP B or: I 1 hour v }

1 Drag the threshold line to set the alert limit

2 Alert threshold option enabled

3 Enter the alert limit manually

Specify the threshold limit in one of the following ways:
* Drag and drop the threshold line in the overview section.
* Enter the Limit as a number in the Section Properties pane.

(Optional) Select the tracking period during which monitored items are compared to the threshold limit from
the For drop-down list. By default, one hour is selected.

(Optional) Select the Severity of the alert that is sent when the threshold limit is exceeded. By default, Low
is selected.

Click ™ Save or select # Tools > Save As.

Related tasks
Create Overview elements on page 190
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Monitoring connections, blacklists, VPN
SAs, users, routing, and SSL VPNs

Firewalls track allowed connections, active VPN SAs, active users, routing, and SSL VPN sessions. Firewall,
Layer 2 Firewall, and IPS engines also track combinations of IP addresses, ports, and protocols that are
blacklisted.

Note: To be able to monitor users by name, you must enable the logging of user information in

" the Firewall IPv4 and IPv6 Access rules.

You can monitor in the following ways:

* You can view currently open connections, enforced blacklist entries, active VPN SAs, active users, routing,
and SSL VPNSs.

* You can save, view and compare snapshots of currently open connections, enforced blacklist entries, active
VPN SAs, active users, routing, and SSL VPN sessions.

Related tasks

View connections, blacklists, VPN SAs, users, routing, and SSL VPNs on page 196

Save snapshots of connections, blacklists, VPN SAs, users, routing, and SSL VPNs on page 198
Compare snapshots of connections, blacklists, VPN SAs, users, routing, and SSL VPNs on page 201
Define logging options for Access rules on page 869

View connections, blacklists, VPN SAs, users,
routing, and SSL VPNs

There are several views in which you can monitor the status of the system.

The lists of connections, blacklisted entries, active VPN SAs, active users, routes, and SSL VPN sessions are
automatically updated in the Current Events mode. The blacklist entries are added and removed according to
their duration.

The Blacklist view does not show whether connections matching the entries are blocked by the Firewall, Layer 2
Firewall, or IPS engine. Nor does it show any history of entries that have already expired. Use the Logs view to

see information about actual connections that are allowed and denied. Depending on the logging options selected

in the policy, you can also use the Logs view to see past blacklist entry creation.
Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Right-click an NGFW Engine, then select Monitoring > <view type>.

Tip: If the Drill-downs pane is open, you can also select Monitoring > <view type> from
there.

2) To browse the data, select an option from the toolbar.
You can adjust the view and the displayed data in a similar way as in the Logs view.
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3) To filter data or open or compare snapshots, select the Filter tab or the Snapshots tab in the Query pane.

4) To combine entries having the same value for a given column type, right-click the heading of the
corresponding column, then select Aggregate by <column name>.

5) Select one or more entries in the table, then right-click for a menu of actions you can take.
* To view more information about related log events, select Show Referenced Events.
* To blacklist connections manually, select New Blacklist Entry or New Entry.
* To close a connection in the Connections view, select Terminate.
* To remove a blacklist entry in the Blacklist view, select Remove Entry.
e To force an SA to renegotiate in the VPN SAs view, select Delete.
* To close the end user’s session in the Users view, select Delete.

Related concepts

How Statistical ltems help you visualize data on page 193

Monitoring connections, blacklists, VPN SAs, users, routing, and SSL VPNs on page 196
Getting started with the Logs view on page 235

Browsing log data on page 243

Blacklisting traffic and how it works on page 1071

Related tasks

Save snapshots of connections, blacklists, VPN SAs, users, routing, and SSL VPNs on page 198
Compare snapshots of connections, blacklists, VPN SAs, users, routing, and SSL VPNs on page 201
Blacklist traffic manually on page 1077

Terminate connections manually

In the Connections view, you can manually terminate any current connection.

For example, you can remove an inactive connection that has not been properly closed. Terminating an open
connection alone does not prevent any new connection from opening again.

You can terminate connections manually on the following types of engines and interfaces:

* Layer 3 physical interfaces on Firewalls
* Inline Interfaces on Firewalls, IPS engines, and Layer 2 Firewalls

a Note: You cannot terminate connections manually on Capture Interfaces on Firewalls, IPS
engines, or Layer 2 Firewalls.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Right-click an NGFW Engine, then select Monitoring > Connections.

2) Select one or more connections in the table.
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3) Right-click a selected row, then select Terminate.

Save snapshots of connections, blacklists,
VPN SAs, users, routing, and SSL VPNs

You can save snapshots so you can later view and compare them, or restore earlier versions of elements.

The saved snapshots are stored in the following directories.

Table 29: Snapshot storage directories

Blacklist Log Server <installation directory>/data/storage/snapshots/blacklist/

Connection Log Server <installation directory>/data/storage/snapshots/connections/

Management Server

VPN SA Log Server <installation directory>/data/storage/snapshots/VPN SAs/
User Log Server <installation directory>/data/storage/snapshots/users/
Routing Log Server <installation directory>/data/storage/snapshots/routing/
SSL VPN Log Server <installation directory>/data/storage/snapshots/SSL VPNs/

E Note: If you installed the Management Server in the C:\Program Files\Forcepoint\SMC directory
” in Windows, some program data might be stored in the C:\ProgramData\Forcepoint\SMC
directory.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Right-click an NGFW Engine, then select Monitoring > <view type>.

Tip: If the Drill-downs pane is open, you can also select Monitoring > <view type> from
there.

2) To select the entries for the snapshot, click Il Pause.

The system automatically creates a temporary snapshot of the currently displayed entries. The name of
the temporary snapshot is displayed on the Snapshots tab in the Query pane. The temporary snapshot is
automatically deleted.

3) Click ™ Save.

4) Enter a name for the snapshot, then click OK.
The name of the snapshot is displayed on the Snapshots tab in the Query pane.
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Related tasks

Export snapshots of connections, blacklists, VPN SAs, users, routing, and SSL VPNs on page 199
View shapshots of connections, blacklists, VPN SAs, users, routing, and SSL VPNs on page 200
Compare snapshots of connections, blacklists, VPN SAs, users, routing, and SSL VPNs on page 201

Export snapshots of connections, blacklists,
VPN SAs, users, routing, and SSL VPNs

You can export snapshots from the Monitoring view to save stored snapshots elsewhere (for example, on your
local workstation).

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select #. Configuration, then browse to Monitoring.

2) Browse to Other Elements > Monitoring Snapshots, then browse to one of the following:
* Blacklist > Log Server
¢ Connections > Log Server or Management Server
* Logs > Management Server
* Routing > Log Server
e SSL VPNs > Log Server
* Users > Log Server
* VPN SAs > Log Server

3) Right-click a snapshot, then select Export.

4) Select the location to save the snapshot to, then click Select.

Related tasks

Save snapshots of connections, blacklists, VPN SAs, users, routing, and SSL VPNs on page 198
View shapshots of connections, blacklists, VPN SAs, users, routing, and SSL VPNs on page 200
Compare snapshots of connections, blacklists, VPN SAs, users, routing, and SSL VPNs on page 201
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View snapshots of connections, blacklists,
VPN SAs, users, routing, and SSL VPNs

The snapshots are listed in the Monitoring view. You can also open snapshots saved on your local workstation.

Related concepts
Monitoring connections, blacklists, VPN SAs, users, routing, and SSL VPNs on page 196

Related tasks
Save snapshots of connections, blacklists, VPN SAs, users, routing, and SSL VPNs on page 198
Compare snapshots of connections, blacklists, VPN SAs, users, routing, and SSL VPNs on page 201

View snapshots stored on SMC servers

You can view the snapshots you have saved.

StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Select # Configuration, then browse to Monitoring.

2) Browse to Other Elements > Monitoring Snapshots, then browse to one of the following:
* Blacklist > Log Server
* Connections > Log Server or Management Server
* Logs > Management Server
* Routing > Log Server
* SSL VPNs > Log Server
* Users > Log Server
* VPN SAs > Log Server

3) Right-click a snapshot, then select Open.

View snapshots stored on local workstations

If you have exported a snapshot to your local workstation, you can later view the snapshot.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select # Configuration, then browse to Monitoring.

2) Browse to Other Elements > Monitoring Snapshots, right-click one of the items in the tree, then select
Open Local Snapshot.
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3) Select the snapshot, then click Open.

Compare snapshots of connections, blacklists,
VPN SAs, users, routing, and SSL VPNs

You can compare snapshots of connections, blacklists, VPN SAs, users, routing, and SSL VPNs with another
snapshot of the same type. You can also compare a snapshot with the current blacklist, connections, VPN SAs,
users, or routing entries.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select #. Configuration, then browse to Monitoring.

2) Browse to Other Elements > Monitoring Snapshots, then browse to one of the following:
* Blacklist > Log Server
¢ Connections > Log Server or Management Server
¢ Logs > Management Server
* Routing > Log Server
¢ SSL VPNs > Log Server
e Users > Log Server
* VPN SAs > Log Server

3) Right-click the snapshot, then select Open.
4) In the Query pane, click the Snapshots tab.

5) Using one of the following methods, select the first snapshot for comparison:

* To compare a temporary snapshot of the current entries with a saved snapshot, click Il Pause to create
the temporary snapshot. The name of the temporary snapshot is displayed in the first snapshot selection
field.

* Otherwise, click ™ Select next to the first snapshot selection field, then select a snapshot.
6) Select the Compare with checkbox.
7) Click ™ Select next to the second snapshot selection field, then select a second snapshot.

8) Click Apply.
The results of the comparison are highlighted.
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Figure 57: Snapshot comparison results
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The icons in the first column signify whether the entry has changed.

Entry only exists in snapshot 1

Entry is included in both snapshots

Entry only exists in snapshot 2

Aggregated entries

+
=]
=]
7+

No icon There are more than 100 entries that match the Aggregate by <column name> selection. No
further comparison can be done.

Figure 58: Example of snapshot comparison with entries aggregated by service

Algiers FW Connections X | =

|| Algiers FW Connections > i
Creation Time |Sender |SrcAddr |DstAddr |Service IP Protocol
41 values 2values 89values |2values o sMTP o TCP
37 values 2values 84values |2values o HTTP o TCP
| 50 values 2 values 80values |2values o IMAP o TCP
| 48 values 2values 75values | 2values o HTTPS o TCP
43 values 2 values 72values | 2values " ssH o TCP
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Tip: To open a snapshot for comparison directly in the Monitoring view, right-click the
snapshot, then select Compare to Current.

Related concepts
Monitoring connections, blacklists, VPN SAs, users, routing, and SSL VPNs on page 196
Browsing log data on page 243

Related tasks

Save snapshots of connections, blacklists, VPN SAs, users, routing, and SSL VPNs on page 198
Export snapshots of connections, blacklists, VPN SAs, users, routing, and SSL VPNs on page 199
View snapshots of connections, blacklists, VPN SAs, users, routing, and SSL VPNs on page 200

View and compare Element Snapshot
elements

You can view earlier configurations of an element and compare them to the current configuration with Element
Snapshots. You can also restore earlier configurations of an element.

Element Snapshots are automatically generated and saved in Audit logs each time element properties are saved.
An Element Snapshot contains all properties of an element saved in the Properties dialog box.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select [E Logs.

2) Select Audit from the drop-down list in the Query pane, then click Apply.

All Element Snapshots generated during the defined time range are displayed in the Snapshot column of the
log entry table.

O Tip: If the column is not displayed, to add it, select # Tools > Columns > Column
Selection.
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3) To view an Element Snapshot in more detail, right-click the Audit entry, then select View Element
Snapshot.

4) To compare an Element Snapshot to the current configuration of the same element, right-click an Audit entry,
then select Compare to Current Element.

E Note: If the Element Snapshot properties differ from the current element properties, a red

border is displayed around the Audit Log Version (snapshot) and Current Version of the
element.

' Tip: To display all values of the snapshot and the current element in XML format with
differences indicated in red, select Show: XML.

5) To close the Compare Elements dialog box, click OK.

Related concepts
Benefits of exporting or importing elements on page 150

Related tasks

Restore elements from Element Snapshots on page 155

Save snapshots of connections, blacklists, VPN SAs, users, routing, and SSL VPNs on page 198
Export snapshots of connections, blacklists, VPN SAs, users, routing, and SSL VPNs on page 199
View snhapshots of connections, blacklists, VPN SAs, users, routing, and SSL VPNs on page 200
Select columns in the log entry table on page 254
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Monitoring connections using
Geolocation elements

Using Geolocation elements, you can define the physical locations of network elements, such as Hosts.

You can also see, for example, how much traffic the elements create.

This product includes GeolLite data created by MaxMind, available from http://www.maxmind.com. The location
information for public IP addresses is based on the Geol.ite data created by MaxMind. The IP addresses in the
Geolocation database are updated when the Management Server is upgraded.

You can also create Geolocations manually in the SMC. Geolocations based on internal IP addresses must

be configured manually, as these addresses cannot be found in the Geolocation database based on public IP
addresses. Creating a Geolocation manually for a public IP address overrides location data found for the address
in the Geolocation database.

Geolocation maps are available in Reports, Statistics, and Overviews.

Note: You cannot use Geolocation elements to filter network traffic. Use Country elements for

" that purpose.

Related concepts
Geolocations and IP addresses in Google Maps on page 206

Related tasks
Create Geolocation elements on page 205
Set a Geolocation for an element on page 206

Create Geolocation elements

A Geolocation represents the physical location of a network element. When you create a Geolocation, select the
elements that belong to it.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select #. Configuration, then browse to Administration.

2) Expand Other Elements.

3) Right-click Geolocations, then select New Geolocation.

4) Enter the Name and Address.

5) To define the Coordinates, select an option:
* To automatically resolve the Geolocation coordinates, click Resolve from Address.
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* Enter the Latitude and Longitude in Decimal Degrees format (for example, latitude 49.5000° and
longitude -123.5000°).

6) Click the Content tab, then select the elements that belong to the Geolocation.

7) Click OK.

Related concepts
Geolocations and IP addresses in Google Maps on page 206

Related tasks
Set a Geolocation for an element on page 206

Set a Geolocation for an element

You can set many elements to use the same Geolocation.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Right-click an element, then select Tools > Set Geolocation.

2) Select a Geolocation for the element, then click Select.

Related concepts
Geolocations and IP addresses in Google Maps on page 206

Related tasks
Create Geolocation elements on page 205

Geolocations and IP addresses in Google Maps

You can view the actual location of a Geolocation element or an IP address in more detail in Google Maps.

You can use the Show in Google Maps option in:

* Geolocation maps included in Overviews and Reports
* The Logs view

* The Whois Information dialog box
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Related tasks

Create Geolocation elements on page 205

Set a Geolocation for an element on page 206

View Geolocation element locations in Overviews and Reports on page 207
View IP address locations in the Logs view on page 207

View IP address locations from the Whois Information dialog box on page 208

View Geolocation element locations in
Overviews and Reports

Geolocation elements are displayed in Google Maps based on the location data that was entered for them.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) On a Geolocation map in an Overview or Report section, right-click a location, then select Show in Google
Maps.

The location is opened in Google Maps in your default web browser.

Related concepts
Overviews and how they work on page 189
Designing reports on page 266

Related tasks

Create Geolocation elements on page 205

View IP address locations in the Logs view on page 207

View IP address locations from the Whois Information dialog box on page 208

View IP address locations in the Logs view

In the Logs view, you can see a location (for example, a city or street address) for an IP address in Google
Maps.

Only IP addresses associated with a location can be displayed in Google Maps. In the Logs view, these IP
addresses are indicated with a country flag icon next to the IP address.

StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Select [E Logs.

2) Select a log entry with an IP address that has a flag icon associated with it.
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3)

Right-click the IP address in the Fields pane, then select Show in Google Maps.
The location is opened in Google Maps in your default web browser.

Related tasks

Create Geolocation elements on page 205

View Geolocation element locations in Overviews and Reports on page 207
View IP address locations from the Whois Information dialog box on page 208

View IP address locations from the Whois
Information dialog box

When checking the Whois information for an IP address, you can see the location (for example, a city or street
address) in Google Maps.

Only IP addresses associated with a location (for example, a city or street address) can be displayed in Google
Maps.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

Select [E Logs.

Right-click the IP address of a log entry that has a flag icon associated with it, then select Whois <IP
address>.

Right-click the Whois Information dialog box, then select Show in Google Maps.
The location is opened in Google Maps in your default web browser.

Related tasks
View Geolocation element locations in Overviews and Reports on page 207
View IP address locations in the Logs view on page 207

Monitoring configurations and policies

The engines receive their configuration when a policy is installed.

You can monitor the policies and configurations installed on the engines in the following ways:

You can check which policy is being enforced and when it was last installed.
You can quickly view the most recent version of the installed policy.

You can view the configurations that were transferred in each past policy installation and compare them to
each other or the current policy stored on the Management Server.

You can view, approve and commit the changes to the configuration and policies of engines that have not
been transferred yet.
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Related concepts
Getting started with policies on page 781

Related tasks

Check the currently installed policy on page 795

Preview the currently installed policy on page 795

View, approve, and commit pending changes on page 107

Monitor administrator actions

A record of administrator actions is maintained in the SMC.

The records can only be viewed by administrators who are allowed to view Audit logs. They can be browsed like
any other logs in the Logs view.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select = Menu > System Tools > Audit.
The Logs view opens with the Audit logs selected for viewing.

2) Browse and filter the logs.

Related concepts
Getting started with the Logs view on page 235

Monitor tasks

You can check the status of running tasks and executed tasks (for example, upgrade tasks and system tasks).

E Note: System tasks that run automatically are not visible in the History branch.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select #. Configuration, then browse to Administration.

2) Expand the Tasks branch.

Monitoring Forcepoint NGFW components | 209



Forcepoint Next Generation Firewall 6.3 | Product Guide

3) To show Tasks that are running, select the History branch.
You can see the following columns:

* Progress — Shows the progress of a running Task.
¢ Info — Shows additional details about the execution of a Task.
e State — Shows the status of the Task.

4) To show tasks that have previously been run, right-click the History branch, then select Show Executed
Tasks.

Related concepts
Creating Task Definitions on page 1290

Related tasks

Schedule Tasks on page 1296
Start Tasks manually on page 1297
Stop running Tasks on page 1298

Traffic captures and how they work

You can capture network traffic data for network troubleshooting purposes. This data helps you to analyze
network traffic to and from the engines.

It is also often useful to have this data available when contacting Forcepoint support.

Traffic capture creates a .zip file that contains a tcpdump CAP file, which is compatible with standard “sniffer”
tools such as tcpdump, WinDump, or Wireshark. You can select whether to include full packet information or
only IP address headers in the tcpdump. You can also include a free-form description and information about your
configuration and trace files in the traffic capture .zip file.

The data can be archived and analyzed later, as the traffic capture .zip file is saved on the Management Server
or in a directory on your local workstation.

Traffic captures can only be taken on nodes that are online and have a policy uploaded.

Note: You must have permissions to send Advanced Commands to be able to take traffic

4
captures.

You can stop or cancel a traffic capture at any point once it has been started.

* If you stop a traffic capture, all captured tcpdump data is compressed and sent to the Management Server or
to your local workstation.

* If you cancel a traffic capture, all captured tcpdump data is deleted.

Related tasks
Create Administrator Role elements on page 352
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Take traffic captures

If you want to analyze network traffic, capture the network traffic data.

StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Select #. Configuration.

2) Right-click an NGFW Engine, then select Tools > Capture Traffic.

3) Select one or more interfaces whose traffic you want to capture, then click Select.

4) (Optional) Click Add to add more interfaces to the traffic capture.
You can also add interfaces from other types of engines.

O Tip: You can create tcpdump files for several different interfaces in the same Traffic Capture
task. The Traffic Capture .zip file contains a separate CAP file for each interface included in
the capture.

5) (Optional) To limit the scope of the traffic capture, click the Limit by field, then enter an IPv4 or IPv6
address.
The IP address must match either the source or destination of the packets included in the capture.

6) Define the other traffic capture options.

7) Click Start Capture.

Related concepts

Alert log messages for troubleshooting on page 1339
Log messages for troubleshooting on page 1341
Error messages for troubleshooting on page 1347

Related tasks

Troubleshoot engines that do not go or stay online on page 1357

Troubleshoot errors when commanding engines on page 1358

Troubleshoot heartbeat and synchronization errors on page 1359

Troubleshoot contact between engines and the Management Server on page 1359
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Checking maintenance contract
information

You can view maintenance contract and support level information for your licenses in the Management Client by
allowing your Management Server to contact Forcepoint servers.

This information is available for each license in the Licenses > All Licenses branch of the Administration
Configuration view, if the Management Server can contact the servers.

To enable viewing maintenance contract and support level information permanently for your licenses, you must
allow the Management Server to connect to the servers.

Related concepts
Getting started with automatic updates and upgrades on page 1259

Related tasks
View current maintenance contract information on page 212
Manually fetch latest maintenance contract information on page 213

Enable or disable automatic checking of
maintenance contract information

You need to allow the Management Server to connect to Forcepoint servers.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select = Menu > System Tools > Global System Properties.
2) On the Updates tab, select Enable Sending Proof-of-License Codes to FORCEPOINT Servers.

3) Click OK.

View current maintenance contract information

When contract checking is enabled, you can view information on your support contract.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.
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2) Browse to Licenses, then browse to All Licenses or a component-specific branch.
The licenses are shown in the table in the right pane.

3) Select the license that you want to view.

E Note: If information is not available, make sure that you have enabled the automatic
| 4 5 - - a g -
checking of maintenance contract information or manually fetch the latest information.

Related concepts
Getting started with automatic updates and upgrades on page 1259

Related tasks
Manually fetch latest maintenance contract information on page 213

Manually fetch latest maintenance contract
information

If you do not allow contacting Forcepoint servers automatically, you can fetch the information manually.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select #. Configuration, then browse to Administration.
2) Browse to Licenses, then browse to All Licenses or a component-specific branch.

3) Right-click the selected branch, then select Check Maintenance Contract or Tools > Check Maintenance
Contract.

You are prompted to confirm that you want to send proof of license codes to Forcepoint.

4) Click Yes.

If the Management Server can connect to Forcepoint servers, the Management Client displays the
maintenance contract and support level information for the licenses. The information is available in the
Management Client until the Management Server is restarted.

Related concepts
Getting started with automatic updates and upgrades on page 1259

Related tasks
View current maintenance contract information on page 212
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Check when internal certificates or CAs
expire

You can check the status of internal certificates used in system communications and the status of the Internal
Certificate Authority that automatically signs the internal certificates.

The Internal Certificate Authority is valid for 10 years. It is renewed automatically. The SMC does not accept
certificates signed by an expired Internal Certificate Authority. All components must receive new certificates
signed by the new Internal Certificate Authority before the old Internal Certificate Authority expires. By default,
internal certificates are renewed automatically for engines and VPN gateways. For all other components, you
must generate the certificates manually.

StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Select #. Configuration, then browse to Administration.

2) Browse to Certificates > Internal Certificates or Certificates > Certificate Authorities > Internal
Certificate Authorities.

The existing internal certificates or Internal Certificate Authorities are displayed in the right pane.

Note: For information about the expiration of the certificate or the Internal Certificate

4 Authority, see the Expiration Date column.

3) To view detailed information, right-click a certificate or Internal Certificate Authority, then select Properties.

Related concepts
Problems with certificates on page 1349

Related tasks
Check when VPN gateway certificates expire on page 1236
Check when VPN certificate authorities expire on page 1236
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(@ CHAPTER 12
Monitoring third-party devices

*  Getting started with monitoring third-party devices on page 215

e Converting logs from third-party devices on page 216

*  Methods for monitoring third-party device status on page 226

e Configuring Log Servers to monitor third-party devices on page 229

e Activate monitoring of third-party devices on page 230

e Configuring third-party devices for monitoring on page 231

e Changing the ports for third-party device monitoring on page 232

e Activate or deactivate third-party device monitoring alerts on page 233

The SMC can be configured to log and monitor other manufacturers’ devices in much the same way as SMC
components are monitored.

Getting started with monitoring third-
party devices

As well as SMC components, you can monitor third-party devices, with some limitations.

What the third-party device monitoring feature does

You can configure Log Servers for a full range of monitoring features for third-party devices:

* Log Servers can receive a syslog stream and store the information in SMC log format. The stored logs can
then be processed just like logs generated by SMC components. For example, the data can be included in
reports you generate.

* Log Servers can receive SNMP statistics information and NetFlow (v5 and v9) and IPFIX data from third-party
devices. You can view this information as part of your Overviews or create reports based on the received data.

* Log Servers can probe devices through several alternative methods. You can monitor the device status in the
Management Client in the same way as for the SMC components.

Limitations

Each Log Server can monitor a maximum of 200 third-party devices. This limit is enforced automatically.

SNMP statistics for third-party devices are limited to the amount of free and used memory, CPU load, and
interface statistics.

Your Management Server license might limit the number of managed components. Each monitored third-party
device is counted as a fifth of a managed unit.
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Third-party device monitoring configuration
overview

The steps you follow depend on the types of third-party devices you want to monitor.

Follow these general steps to configure the monitoring of third-party devices:

1) (Optional, for syslog data only) If you want to receive syslog data, define the syslog reception settings for
each type of third-party device.

2) (Optional) If you want to monitor the status of third-party devices and receive statistics from them, define the
status and statistics monitoring settings for each type of device.

3) Activate monitoring for the third-party device by adding monitoring settings in the properties of each element
that represents a third-party device. (Third-party devices are: Router, Host, Active Directory Server, LDAP
Server, RADIUS Authentication Server, and TACACS+ Authentication Server.)

4) Depending on features used, configure the third-party device for monitoring.

Related concepts

Converting logs from third-party devices on page 216

Methods for monitoring third-party device status on page 226
Configuring third-party devices for monitoring on page 231
Changing the ports for third-party device monitoring on page 232
Configuring Log Servers to monitor third-party devices on page 229

Related tasks
Activate monitoring of third-party devices on page 230
Activate or deactivate third-party device monitoring alerts on page 233

Converting logs from third-party devices

You can set up most external devices to send logs to the Log Server in syslog format.

The Log Server can convert incoming syslog entries to SMC log entries. You can use predefined Logging Profile
elements or create new elements to determine how the field values are selected from a syslog entry and inserted
into an SMC log entry. A Logging Profile must have at least one logging pattern. Logging patterns determine how
the fields from syslog entry are parsed to the appropriate log fields in an SMC log entry.

You can create logging patterns in the following ways:

* Ordered Fields — Use when the fields in the syslog message are not separated by keywords and the type
of field can only be deduced from its position. The received syslog entries are parsed in a sequence that you
define in the Logging Profile. If the incoming logs vary in structure, you must define a different sequence for
each type of structure. You can define several patterns in one Logging Profile.

* Key-Value Pairs — Use when the syslog message contains keywords that describe the type of field. The
received syslog entries are parsed based on key values that you define in the Logging Profile. You can define
the key values in any order. A single definition can be used even if logs vary in structure.
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It is easier to configure a pattern using key-value pairs. We recommend that you use key-value pairs if a third-
party device formats the relevant parts of the syslog packet as key-value pairs. Ordered fields can be used to
process all syslog data regardless of its format, but it is more difficult to configure a pattern as ordered fields.

If a match is found, the system simply converts the matching syslog entry to an SMC log field. You can define
Field Resolvers for more complex operations.

You can categorize incoming logs from third-party devices by selecting specific Log Data Tags for them. You can
categorize logs based on the log type, or the feature or product that generates the logs. For example, you can
associate the “Firewall” Log Data Tag with third-party firewall logs.

You can create categories by dividing the logging patterns in a Logging Profile in sections. Both ordered fields
and key-value pairs can be divided into sections. You can select one or several Log Data Tags for each section.
The selected Log Data Tags are shown for the matching log entries in the Fields pane of the Logs view if the
Log Data Tags column is enabled. In addition to the Log Data Tags you define in the Logging Profile, the default
“Third Party” and “Log Data” Log Data Tags are associated with all logs from third-party devices.

You can also use Log Data Tags as filtering criteria in the Logs view, in Reports, and in Local Filters for various
elements. (Elements include: Administrator, Log Server, and Management Server elements and Correlation
Situations).

Related concepts

Changing the ports for third-party device monitoring on page 232
Getting started with the Logs view on page 235

Getting started with filtering data on page 285

Related tasks
Create Logging Profile elements on page 217
Add Field Resolvers in Logging Profile elements on page 224

Create Logging Profile elements

A syslog packet consists of three parts: <PRI>, HEADER, and MSG. In a Logging Profile element, you define
patterns for converting the MSG part of the syslog packet to a SMC log entry.

A Logging Profile parses the data in a syslog message to the corresponding SMC log fields when the syslog entry
is converted to an SMC log entry. The parts of the syslog packet are explained in more detail in the following
table.

Table 30: Parts of the syslog packet

N

<PRI> Contains facility and priority information.

The Log Server automatically extracts the Facility value from the <PRI> part and converts it
to the Syslog Facility field in SMC logs. You do not define patterns for mapping this section
in the Logging Profile.

HEADER Contains a time stamp and the host name or IP address of a device.
The Log Server automatically extracts the data in the HEADER part.

This section is optional in syslog packets, so not all devices send this data.
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N

MSG Contains the text of the syslog message. In the Logging Profile, you define the mapping for
parsing this part of the syslog packet.

StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Select ©. Configuration, then browse to Monitoring.

2) Browse to Third-Party Devices > Logging Profiles.

3) Right-click Logging Profiles, then select New > Logging Profile.

4) Enter a name for the Logging Profile, then click OK.

5) (Optional) To insert fields, drag and drop items to the Header field from the Fields branch in the Resource
pane, or use type-ahead search.

Es Cisco x  +
Resources Eﬂ.Cisco
Q ) W~ Letools |General|Valiod D)
Name A Header: ‘ m a-'s;u/:ime [ ] B lgnore @ E Ilgnore @ E Cisco original time : 9%
El [Fields]
Patterns: J
BB [ Field Resolvers ]
Third-Party | Firewall
‘ 1 |sec-_ B Severity -1PACCESSLOGP: ®1iste( Bl Rule Tag e [l Cisco actior
2 lep~— Bl Saveritv —ToarrpearAcnD-a1: o+a’ Bl Rule Tan 'a’ FA Cicen acti

E Note: You can add fields that are the same for all logging patterns that you define in the
¥ Patterns pane. To omit a portion of data, add an Ignore field.

Important: Type or copy and paste from the syslog message any tokens that appear before
and after the field values. If you do not insert the appropriate tokens, the data cannot be
parsed.

In the illustration, the header of the syslog entry contains the following data common for all patterns:

<Ci sco ti ne><space><l| gnor e><space><I| gnor e><space><Ci sco origi nal tine>

As a result, the header contains the following data:

<Sep 21 04:04:56> <ci sco-exanpl e. stonesoft. conm> <1815452: > <Sep 21 04: 04:55> %

Because the Ignore field is used for <ci sco- exanpl e. st onesoft. con and <1815452: >, the values
are not converted to SMC log entry format.

6) Select how Patterns are parsed:
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¢ Ordered Fields — The syslog entries are parsed in the specified order. If the incoming logs vary in
structure, you must define several patterns.

* Key-Value Pairs — The syslog entries are parsed based on key-value pairs that you define. You can add
key-value pairs in any order. You can use one pattern for all logs even if the logs vary in structure.

7) Click ™ Save.

Related concepts
Converting logs from third-party devices on page 216

Related tasks
Define logging patterns as ordered fields in Logging Profile elements on page 219
Define logging patterns as key-value pairs in Logging Profile elements on page 221

Define logging patterns in Logging Profile
elements

You can define logging patterns in the Logging Profile using ordered fields or key-value pairs.

Define logging patterns as ordered fields in
Logging Profile elements

The pattern that you define in a Logging Profile must be an exact match for the incoming syslog entry. If incoming
logs vary in structure, you must define a different pattern for each type of entry.

If several patterns match, the system uses the pattern with the most matching entries.

Each received syslog entry is converted to an SMC log entry. The field values that match a specified pattern are
copied without further processing to an SMC log field. Also, you can create Field Resolvers to convert specific
values in the syslog data to specific values in SMC logs.

You can use sections in the Logging Profile to organize the logging patterns. To create categories, you can
associate one or several Log Data Tags with each section. The Log Data Tags improve the way log entries can
be viewed and stored. However, they do not affect the way third-party log entries are converted into SMC log
entries. If you do not select specific Log Data Tags for a section, only the default “Third Party” and “Log Data” Log
Data Tags are shown for the matching log entries.
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StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

In the Logging Profile, select Ordered Fields as the Pattern.

Cisco [EDIT) x  +

Resources

Name 4

E& cisco (EDIT)
Q@ k- QVTools General.\’alidationj

Header: | ! Cisco time j®| ! Ignore @] ! Ignore @] ! Cisco original time :®%

H (Fields] Patterr@@ Ordered Fields O Key-Value Pairs

BB [ Field Resolvers ]

3

©Of

2 |sec-_ Bl Severity -1PACCESSLOGDP: @1iste [E] Rule Tag je( [ Cisco act

* Third-Party | Firewall Select Log Data Tags.@

[ ) B R R ]

sEC—-{ Bl Severity -1PaCCESSLOGP: ®1iste [El Rule Tag je( [l Cisco actio

seC—{ Bl Severity -1PACCESSLOGNP: @ 1iste| Bl Rule Tag jo( [ Cisco act
sec-_ [ Severity -TPACCESSLOGRP: @ 1iste( [E] Rule Tag jo( [ Cisco act
sEC-{ [E Severity -1PaCCESSLOGS: @ 1iste [E] Rule Tag je [l Cisco actio

" Third-Party | Access Control | Firewall Select Log Data Tags...

2

1 |sEc-{ Bl Severity - TPACCESSLOGRL: ®access-1iste| Bl Information M

* Third-Party | System Select Log Data Tags...

1
2

! Ignore )| ! Severity |- ! lgnore : ® ! Information Message |

@ Add Section...

< @Unmatched Log Event: ‘ Store in ‘Syslog message’ field

2 elements

(Optional) In the header row of the Patterns section, click the Select Log Data Tags link.

Select the Log Data Tags according to the type of traffic that matches the ordered fields in the section, then
click Add. The selected Log Data Tags are added to the Content list.

E Note: Log Data Tags make the converted third-party log data records visible in the
appropriate log data contexts. They also generate log data storage indexes, which speed up

the filtering by data tags.

To insert the field values, drag and drop items from the Fields branch in the left pane to the empty space in
the Patterns section. Or use type-ahead search.

Alternatively, you can define a Field Resolver, then add it to the pattern instead of a log field. To omit a
portion of data, add an Ignore field.

Important: Type or copy and paste from the syslog message any tokens that appear before
and after the field values. If you do not insert the appropriate tokens, the data is not parsed.
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4) (Optional) If some incoming log entries have a different structure, press Enter to add more rows to the
Patterns section.

5) (Optional) To create another section in the same Logging Profile, click Add Section, then configure the new
section.

6) Inthe Unmatched Log Event section, select the action for handling syslog data that does not match any
defined logging patterns:

« Store in 'Syslog message' field — A log entry is created and all data is inserted into the Syslog
Message log field. The log entry is stored on the Log Server.

* Display in 'Syslog message' field (Current mode only) — A log entry is created and all data is inserted
into the Syslog Message log field. The log entry is displayed in the Current Events mode in the Logs view,
but it is not stored.

* Ignore — The data is discarded.

Related tasks

Add Field Resolvers in Logging Profile elements on page 224
Validate Logging Profile elements on page 225

Activate monitoring of third-party devices on page 230

Define logging patterns as key-value pairs in
Logging Profile elements

When you define key-value pairs for converting syslog data, the Log Server parses each received syslog entry
data based on the defined key-value pairs.

The data in the incoming syslog message must be formatted as key-value pairs.

You can use sections in the Logging Profile to organize the logging patterns. To create categories, you can
associate one or several Log Data Tags with each section. The Log Data Tags improve the way log entries can
be viewed and stored. However, they do not affect the way third-party log entries are converted into SMC log
entries. If you do not select specific Log Data Tags for a section, only default “Third Party” and “Log Data” Log
Data Tags are shown for matching log entries.
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StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

6)

7)

In the Logging Profile, select Key-Value Pairs as the Pattern.

Patterns: (O Qrdered Fields @ Key-Value Pairs

Third-Party Select Log Data Tags.@

N
Key Field
devlime Bl Original Time
dst El Dst Addr
@ (3)
dstMAC  \_/ | H Nat Dst
dstPort B Dst Port

@Add Section...

@Unmatched Key: ‘ Storein "Syslog message’ fi... ¥

(Optional) Click the Select Log Data Tags link in the header row of the Patterns section.

Select the Log Data Tags according to the type of traffic that matches the key-value pairs in the section, then
click Add. The selected Log Data Tags are added to the Content list.

E Note: Log Data Tags make the converted third-party log data records visible in the
d appropriate log data contexts. They also generate log data storage indexes, which speed up
the filtering by data tags.

Drag and drop SMC log fields from the Fields branch in the left pane to the Field column.

Alternatively, you can define a Field Resolver and add it to the pattern instead of a log field. To omit a portion
of data, add an Ignore field. By default, the Ignore field is added to the Field column in the new section.

Double-click the Key column for the log field that you added, then type the corresponding key value as it
appears in the syslog message (for example, devTi ne).

(Optional) To add more key-value pairs to a section, right-click a row, then select Add Row.

The key values can be added in any order. The key values are converted to SMC log entries based on the
key values alone.

(Optional) To create another section in the same Logging Profile, click Add Section, then configure the new
section.

In the Unmatched Key section, select the action for handling syslog data that does not match any defined
logging patterns:

» Store in 'Syslog message' field — A log entry is created and all data is inserted into the Syslog
Message log field. The created log entry is stored on the Log Server.
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* Ignore — The data is discarded.

Related concepts
Converting logs from third-party devices on page 216

Related tasks

Define logging patterns as ordered fields in Logging Profile elements on page 219
Add Field Resolvers in Logging Profile elements on page 224

Validate Logging Profile elements on page 225

Activate monitoring of third-party devices on page 230

Benefits of adding Field Resolvers in Logging
Profile elements

Field Resolvers convert values in incoming syslog fields to different values in SMC logs.

There are two types of Fields Resolvers: multi-value field resolvers and date field resolvers.

Multi-valued field resolvers

You can use multi-valued field resolvers in the following case:

To convert one value to several log fields — In some cases, a single value can have several corresponding log
fields in SMC logs. A Field Resolver can parse a single value into multiple SMC log fields. For example, SMC
components set an Action, a Situation, and an Event for traffic filtering decisions. If the external component
notifies a “permitted” action, the Field Resolver can set the corresponding SMC log values for all 3 log fields.

E Note: You can also use multi-value field resolvers if the log data has a pre-set range of values
" on the external devices and in the SMC. However, the possible values are different. For example,
you can map a range of alert severities in the original data to similar alert severities in SMC logs
(Info/Low/High/Critical).

Date field resolvers

You can use date field resolvers in the following case:

Converting time stamps — Different external devices use different date and time formats. A Field Resolver for
each different incoming format maps the times and dates correctly to the SMC log format. The date and time
syntax in Field Resolvers follows the Java standard.
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Add Field Resolvers in Logging Profile
elements

For converting syslog values, add a field resolver for either multiple values or for date and time.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) In the Logging Profile, click the Field Resolvers branch in the left pane.
2) Drag and drop a Field Resolver to the Header field or to the Patterns pane.

3) If the Field Resolver you want is not listed, right-click a Field Resolver, then select New > Field Resolver.
Define the Field Resolver for either multiple values or for date and time.

Related tasks

Define Field Resolvers for multiple values in Logging Profile elements on page 224
Define Field Resolvers for date and time in Logging Profile elements on page 225
Validate Logging Profile elements on page 225

Define Field Resolvers for multiple values in
Logging Profile elements

You can set the Field Resolver to convert various fields to the correct format, or to combine more than one field
into one.

StepS @ For more details about the product and how to configure features, click Help or press F1.
1) In the properties of the Field Resolver, select Multi-valued as the Field Type.

2) In Fields, click Add, then select the appropriate SMC log fields.
The incoming syslog data is inserted into the log fields you select.

3) To add a row to the table, click Add.
4) Enter the value that is used on the third-party device in the Value cell.
5) Enter or select the value you want to use for each selected SMC log field.

6) Click OK.
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Related tasks

Define logging patterns as ordered fields in Logging Profile elements on page 219
Define logging patterns as key-value pairs in Logging Profile elements on page 221
Define Field Resolvers for date and time in Logging Profile elements on page 225
Validate Logging Profile elements on page 225

Define Field Resolvers for date and time in
Logging Profile elements

You can set the Field Resolver to convert date and time values.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) In the properties of the Field Resolver, select Date as the Field Type.
2) Click Select next to Time Field, then select the log field for which you want to define a time stamp.

3) Inthe Time Format field, enter the format that the third-party device uses for the time stamp.
Type the format according to Java standards. For the syntax, see:

http://docs.oracle.com/javase/1.5.0/docs/api/javal/text/SimpleDateFormat.html

Example: Typing MW dd HH: nm ss maps the log time stamp as Jan 30 13:23:12.

4) Click OK.

Related tasks

Define logging patterns as key-value pairs in Logging Profile elements on page 221
Define logging patterns as ordered fields in Logging Profile elements on page 219
Define Field Resolvers for multiple values in Logging Profile elements on page 224
Validate Logging Profile elements on page 225

Validate Logging Profile elements

To verify that the syslog data is converted correctly to SMC log fields, you can test a Logging Profile that you
created.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select ©. Configuration, then browse to Monitoring.

2) Browse to Third-Party Devices > Logging Profiles.
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3) Right-click the Logging Profile that you want to validate, then select Edit Logging Profile.
4) Click the Validation tab.

5) To select a file with syslog data, click Browse.

General | Validation

Log Data File: l logfile.txt (5 Browse... ‘

Jul 31 00:45.33 141.33.14.45 123.41.11.44 1234 5678 permit

Jul3100:46.121 11.44 80 8080 permit
Jul 3100:55.33 1| Imported data |14 45 8060 80 stop
Jul3101:45.41 170ZT 3144 TZ3.41.11.44 1234 5678 permit

Jul 3103:13.31 141.33.14.45 123.41.11.44 34 80 stop

( : ?Validate ‘

Av s
| Logging Pattern | Creation Time IAction | Src Addr Dst Addr | Src Port | Dst Port l
Pattern #1.1 July 311970 00:46:12 EET | Allow 141.33.14.45 |123.41.11.44 |80 8080
Pattern #1.1 July 31 1970 00:55: Conversion results |§ 1144 |1413314.45 8060 80
Pattern #1.1 July 31 1970 01:45:41 EET | Allow 170.21.31.44 | 123.41.11.44 | 1234 5678
Pattern #1.1 July 311970 03:13:31 EET |Discard |141.33.14.45 |123.41.11.44 |34 80
Generic Logging Pattern

6) Click Validate.

The imported data is displayed in the first pane. The validation results are displayed in the second pane. The
first column of the results pane shows which logging pattern is used to convert each syslog entry.

Related tasks
Create Probing Profile elements for monitoring third-party devices on page 228
Activate monitoring of third-party devices on page 230

Methods for monitoring third-party
device status

The Log Server can actively probe the status of third-party components using several alternative methods.

The supported methods are:
* SNMPv1

* SNMPv2c

* SNMPv3
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* Pings
e TCP connection probes

When one of the SNMP status probing methods is used, you can also set up statistics reception for the device.
Statistics reception relies on SNMPv1 traps sent by the third-party device.

The SMC supports statistical monitoring of the following details:
* Amount of free and used memory

* CPU load

* Interface statistics

Related concepts
Changing the ports for third-party device monitoring on page 232

Related tasks

Import MIBs for monitoring third-party devices on page 227

Create Probing Profile elements for monitoring third-party devices on page 228
Activate monitoring of third-party devices on page 230

Import MIBs for monitoring third-party devices

You can import third-party MIBs (management information bases) to support third-party SNMP monitoring.

Before you begin

You must have a MIB file for the device from the device vendor.

The OIDs (object identifiers) allow resolving the SNMP traps when they appear in log entries. If the OIDs are not
resolved, they appear in the logs using a more difficult to read dotted notation. Only SNMPv1 Trap Reception is
supported.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select #. Configuration, then browse to Monitoring.

2) Browse to Third-Party Devices > MIBs.

3) Right-click MIBs, then select Import MIBs.

4) Browse for the MIB file to import, then click Import.

5) (Optional) When the import is finished, click Close.

6) In the navigation pane, browse to MIBs > All MIBs or MIBs > By Vendor.
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7) To view the contents of a MIB, right-click it, then select Properties.

The General tab shows the contents of a MIB as is. To view information about the objects that the MIB
defines, click the OID Tree tab. The information includes the object identifiers, their OIDs in dot notation, and
possibly a description of the object.

8) Click OK.

Related tasks
Create Probing Profile elements for monitoring third-party devices on page 228

Create Probing Profile elements for monitoring
third-party devices

Probing Profiles define the monitoring of third-party device status (using SNMPv1/SNMPv2c/SNMPv3/Ping/TCP)
and the settings for receiving statistics information from them (using SNMPv1).

StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Select #. Configuration, then browse to Monitoring.

2) Browse to Third-Party Devices > Probing Profiles.

3) Right-click Probing Profiles, then select New > Probing Profile.

4) Define the probing profile settings on the General tab.

5) On the Status tab, define the probing profile status settings.

6) (SNMP/SNMPv2c/SNMPvV3 probing only) On the Statistics tab, define the settings for statistics reception
using SNMPv1 traps.

7) Click OK.

Related concepts
Converting logs from third-party devices on page 216

Related tasks
Activate monitoring of third-party devices on page 230
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Configuring Log Servers to monitor
third-party devices

Log Servers can be configured to monitor third-party devices.

You can select:

* A Probing Profile that defines how the Log Server monitors the device.
* A Logging Profile that defines how the received syslog data is converted into SMC log entries.

You can also configure Log Servers to receive SNMP traps or NetFlow (v5 or v9) or IPFIX data from third-party
devices.

Define monitoring rules on a Log Server

Configure the rules that send monitoring data to a Log Server.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select ft Home.

2) Browse to Others > Log Server.

3) Right-click the Log Server to which you want to send monitoring data, then select Properties.
4) Switch to the Monitoring tab.

5) To create arule, click Add.

6) Configure the monitoring rules.

7) Toremove a rule, select the rule, then click Remove.

8) Click OK.
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Create Access rules allowing third-party
monitoring

If a third-party device and the Log Server are separated by a Firewall or Layer 2 Firewall, edit the Policy to allow
traffic from the device to the Log Server.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration.

2) Expand Policies, then browse to the type of policy you want to edit.

3) Right-click the Firewall or Layer 2 Firewall policy, then select Edit Firewall Policy or Edit Layer 2 Firewall
Policy.

4) Switch to the IPv4 Access or IPv6 Access tab, then add an Access rule with the following values:

Source — the third-party element.
Destination — your Log Server.
Service — ICMP Ping, SNMP (UDP), or SNMP (TCP).

The Service depends on the probing method that is used in the Probing Profile selected in the Monitoring
rule.

Action — Allow.

Logging — None.

5) Save and install the policy to start using the new configuration.

Activate monitoring of third-party
devices

You can activate status monitoring, log reception, or both for a third-party device.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select f# Home.

2) Browse to Others > Third Party.

3) Right-click a third-party device, then select Properties.

4) On the Monitoring tab, select the Log Server to which the logs from the third-party device are sent.
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5) (Optional) To receive status information, select Status Monitoring, then select the Probing Profile.
6) (Optional) To receive logging information, select Log Reception, then select the Logging Profile.
7) (Optional) To receive SNMP traps from the third-party device, select SNMP Trap Reception.

8) (Optional) To receive NetFlow/IPFIX data from the third-party device, select NetFlow Reception.

9) Click OK.

Related concepts

Getting started with monitoring the system on page 171

Converting logs from third-party devices on page 216

Configuring third-party devices for monitoring on page 231
Changing the ports for third-party device monitoring on page 232
Getting started with the Logs view on page 235

Configuring Log Servers to monitor third-party devices on page 229
Defining IP addresses as elements on page 889

Getting started with directory servers on page 1081

Getting started with user authentication on page 1103

Related tasks

Create Probing Profile elements for monitoring third-party devices on page 228
Activate or deactivate third-party device monitoring alerts on page 233

Create Access rules allowing third-party monitoring on page 230

Configuring third-party devices for
monitoring

For any type of monitoring, confirm that the connections between the third-party device and the Log Server are
allowed through any possible traffic filtering in your network. When configuring third-party devices for monitoring,
be aware of some conditions.

* Ping and TCP status monitoring do not usually require additional configuration on the target device.

*  SNMP-based polling usually requires that the target device is configured to respond to the Log Server's SNMP
queries.

» Statistics sending (as SNMPv1 traps) must always be configured on the third-party device. For instructions on
these tasks, see the documentation of the third-party device.

* NetFlow or IPFIX reception requires that the third-party device is configured to send NetFlow or IPFIX data.
This configuration includes activating the service on the device and defining the reception port and IP address
of the NetFlow or IPFIX collector (the Log Server).

* If necessary, you can change the ports that the Log Server uses to listen to syslog, SNMP, NetFlow, and
IPFIX transmissions.
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Related concepts
Changing the ports for third-party device monitoring on page 232
Configuring Log Servers to monitor third-party devices on page 229

Related tasks

Activate monitoring of third-party devices on page 230

Activate or deactivate third-party device monitoring alerts on page 233
Create Access rules allowing third-party monitoring on page 230

Changing the ports for third-party device
monitoring

It is recommended to set your third-party devices to send data to the default ports that the Log Server listens to.

The default listening ports are:

*  Windows — The Log Server listens to syslog on port 514 and SNMP traps on port 162.
* Linux — The Log Server listens to syslog on port 5514 and SNMP traps on port 5162.
*  Windows and Linux — The Log Server listens to NetFlow and IPFIX data on port 2055.

If necessary, you can change the ports for syslog, SNMP, NetFlow, and IPFIX reception, but the port number in
Linux must always be higher than 1024.

If it is not possible to reconfigure the third-party device to send syslog data, SNMP traps, NetFlow data, or IPFIX
data to the correct port, you have other options. You can redirect traffic to a different port using an intermediate
network device or on the Log Server, using iptables in Linux:

i ptables -t nat -A PREROUTING -p udp -mudp --dport 514 -j REDI RECT --to-ports 5514

Related concepts
Configuring Log Servers to monitor third-party devices on page 229

Related tasks

Activate monitoring of third-party devices on page 230

Activate or deactivate third-party device monitoring alerts on page 233
Create Access rules allowing third-party monitoring on page 230

Edit Log Server configuration parameters on page 426
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Activate or deactivate third-party device
monitoring alerts

You can activate or deactivate the status surveillance feature, which generates an alert if a monitored
component’s status remains unknown for 15 minutes.

StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Select f# Home.
2) Browse to Others > Third Party.

3) Right-click an element, then select or deselect Options > Status Surveillance.

Related concepts
Configuring Log Servers to monitor third-party devices on page 229

Related tasks
Activate monitoring of third-party devices on page 230
Create Access rules allowing third-party monitoring on page 230

Monitoring third-party devices | 233



Forcepoint Next Generation Firewall 6.3 | Product Guide

Monitoring third-party devices | 234



@ CHAPTER 13
Viewing and exporting logged
data

*  Getting started with the Logs view on page 235

*  Browsing log data on page 243

e Changing how log entries are displayed on page 253
*  Exporting data from the Logs view on page 255

e Save data in PDF or HTML format on page 258

e Create rules from log entries on page 260

You can view log, alert, and audit entries through the log browsing views. You can view data from SMC servers, all
types of engines, and from third-party components that are configured to send data to the SMC.

Getting started with the Logs view

The Logs view displays all log, alert, and audit entries for the SMC.

You can view many types of entries from any number of components together or individually.

While you can view active alerts in the Logs view, you must acknowledge active alerts in the Active Alerts view.

Open the Logs view

There are several ways to access the Logs view.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) To access the Logs view, select an option:
e Select E Logs.

* To view logs sent by a component, right-click an element that produces logs, then in the Monitoring
submenu, select a log-related item.

* To open the Logs view with different filtering criteria, create different bookmarks.
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Related concepts

How the Logs view is arranged on page 236
Browsing log data on page 243

Changing how log entries are displayed on page 253
Exporting data from the Logs view on page 255

Related tasks

Create rules from log entries on page 260

How the Logs view is arranged

The default records arrangement is optimized for efficient browsing of many entries.

Figure 59: Logs view in the records arrangement
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Figure 60: Toolbar in the records arrangement
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1 Current events mode

2 Stop the ongoing operation

3 Go to the first or last record

4 View graphical summaries based on the log entries

5 Opens the Log Analysis view

6 Opens the Tools menu

Figure 61: Status bar options for log browsing

® ONNONNO

®

Ready Time Zone~ | demo \ ® Default~
1 Activity status
2 Server connectivity status
3 Set the time zone
4 The logged in user
5 The location — defines the Log Server contact address if there is NAT between the Management Client

and a Log Server

correct Location for your Management Client to see the logs.

Logs view panes

E Note: If NAT is applied between your Management Client and a Log Server, you must select the

You can select and deselect panes from = Menu > View > Panels.

The following panes are available in most arrangements:

Fields pane — Provides quick access to categorized log entry details.

Query pane — The most important tool in the Logs view. The Query pane allows you to filter the log entries

so that you can find the information you need.

Task Status pane — Only available in the records arrangement. Displays the status of log-related tasks, such

as a log export that you start from the Logs view.

Hex pane — Displays traffic recordings generated by the Excerpt logging option of an Inspection rule (other

recordings are viewed using an external viewer).

Summary pane — Textual explanation of the event that generated the record.

Event Visualization pane — A graphic showing important information about the event.

Info pane — Displays detailed information on a selected log entry.
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Log entry table (records arrangement)

The log entry table in the default records arrangement is the primary view for the log entries. You can freely
select which details are shown and the order of the columns. Different types of entries contain different types of
information, so none of the entries use all columns.

When you right-click a cell in a log entry, the menu that opens allows you to select various actions related to
the log entry. The actions vary slightly depending on the information in the cell. For example, right-clicking an
element adds general element-specific actions (such as viewing the properties of the element). The actions
include, but are not limited to, the following:

Details — Switch to the Details view of the selected record.

Copy — Copy the entry details to the clipboard.

View Rule — View the rule that generated the log entry (if applicable).

Create Rule — Create a rule based on the entry.

Whois — Look up the selected IP address in the online Whois database.

Export — Export records or attach records to an Incident case.

Filter Connections — Add basic details from the current selection to the Query pane.
Show Connection — Add basic details from the selected connection to the Query pane.

Search Related Events — Some special events are parts of a larger chain of events. This option shows other
events related to the selected log entry.

New Blacklist Entry — Blacklist connections that match the entry’s details.
Add Filter — Add the selected detail to the filter in the Query pane.
New Filter — Create a filter based on the selected detail.

Related concepts

Considerations for setting up system communications on page 121
Details arrangement of the Logs view on page 239

Benefits of filtering log entries on page 244

Blacklisting traffic and how it works on page 1071

Related tasks

Use filters for browsing log entries on page 245

Browse log entries on a timeline on page 251

Check Whois records for IP addresses in log entries on page 252
Copy log entries in CSV format on page 256

Export log entries on page 256

Export IPS traffic recordings on page 257

Create rules from log entries on page 260
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Details arrangement of the Logs view

The Details arrangement of the Logs view gives an overview of an individual event.

Figure 62: Logs view in the Details arrangement
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Figure 63: Toolbar in the Details arrangement
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1 Stop the ongoing operation

2 Previous or next record
3 Show the Records arrangement

4 Opens the Tools menu

The Details arrangement also has the following panes:

* References pane (shown by default) — Displays a list of elements corresponding to the details in the record
and possibly more information about related records for some special records that are part of a larger event.

* Tasks pane — Shortcuts to configuration tasks that you can start based on the displayed entry (as in the
Records arrangement in the right-click menu for entries).
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Related concepts
Statistics arrangement of the Logs view on page 240

Statistics arrangement of the Logs view

In the Statistics arrangement of the Logs view, you can view charts of multiple events interactively. You can
create a quick report of the log entries that match the active Query. You can then further refine the Query by
viewing log entries that correspond to a chart segment.

Figure 64: Statistics arrangement
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O Tip: Right-click the chart sections for options that allow you to drill-down into the details.

The Query pane in the Statistics arrangement includes another Section tab. You can use the tabs to control the
statistical display. The data can also be filtered in the same way as in other arrangements.
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Figure 65: Toolbar in the Statistics arrangement
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The chart area in the Statistics arrangement can contain a pie chart, a bar chart, a line chart, stacked line chart,
or a map chart (based on an internal geolocation database). The available options depend on the chart type that
is selected:

* Top rate charts can be displayed as a pie chart, bar chart, or a map. A top rate chart shows the total numbers
of records that match the query.

* Progress charts can be displayed as a line chart, stacked line chart, bar chart, or stacked bar chart. A
progress chart illustrates the numbers of records plotted over time (similar to the timeline, but in more detail).

When a chart is generated, you can right-click for a menu of actions related to the section and possibly the
element that the section corresponds to. The actions available vary by section. Some of the most important
actions are listed as follows:

* Show Records — Opens the Records arrangement filtered to show the entries that comprise the chart
section you right-clicked.

* Add to Current Filter — Allows you to use sections to filter data by adding the section in question to the
Filter tab of the Query pane.

e Statistics item shortcuts — Drill down to create a chart from data that matches the previous chart section.

Related concepts
Log Analysis arrangement of the Logs view on page 242
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Add statistical items to a section of the
Statistics arrangement of the Logs view

You can add statistical items to a section of the Statistics view.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) In the Query pane, click Iltems.

2) Click Add.
3)
4) Click OK.
5)

Select one or more items from the list, then click Select.

In the Query pane, click Apply to update the view.

Log Analysis arrangement of the Logs view

The Log Analysis arrangement provides various tools to analyze logs, alerts, and audit entries.

T Log Analysis
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|

Figure 66: Log Analysis arrangement
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* To combine logs by Service or Situation, select Aggregate > Aggregate by Service or Aggregate >
Aggregate by Situation.
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* To sort logs by column type, select Aggregate > Sort by Column, then click the heading of the
corresponding column.

* To view the data as charts, click Statistics, then select one of the predefined statistical items. Select Select to
select an item from a complete list of statistical items.

* To view the data as a diagram, click Visualizations, then select one of the visualization options.

Table 31: Visualization options

Attack Analysis Displays information on Situations of the type Attack or Successful Attack.
Indicates allowed and disallowed connections between users and applications.

Audit Map Displays information on how users manipulate elements.

Application and Displays users and the applications that they use or access. Indicates allowed
Executable Usage and disallowed connections between users and applications.

Service Map Displays access to services in the network.

You can zoom in on the data presented in the visualization diagrams with the mouse wheel. Right-clicking
elements in the diagrams opens a pop-up menu with various options to further analyze the elements and add
them to filters. You can also, for example, drag and drop objects from the visualization diagram to the Query
pane to create a filter.

Related concepts
Browsing log data on page 243
Changing how log entries are displayed on page 253

Browsing log data

You can browse, filter, and search for log data in the Logs view.

Related concepts

Benefits of filtering log entries on page 244
Using Log Data Context elements on page 247
Viewing temporary log entries on page 251

Related tasks

View log entry details in the Fields pane on page 244

View log entries from specific components on page 246

Analyze log, alert, and audit entries on page 249

Sort log entries on page 249

Save snapshots of log, alert, and audit entries on page 250

View snapshots of log, alert, and audit entries on page 251
Browse log entries on a timeline on page 251

Check Whois records for IP addresses in log entries on page 252

Viewing and exporting logged data | 243



Forcepoint Next Generation Firewall 6.3 | Product Guide

View log entry details in the Fields pane

The Fields pane provides several alternative views to the log entry that is selected.

The pane is most useful in the Records arrangement. This arrangement shows a subset of fields and the
information contained in the selected field. Using the Records arrangement, you can quickly browse the logs
table for the exact details you are looking for without scrolling sideways or rearranging the columns.

The Watchlist item allows you to create a customized list of fields for your own use. The Watchlist is specific to
each Management Client installation.

You can look up a selected IP address in the online Whois database.

If an IP address in a log entry has a country flag icon next to it, a Geolocation (for example, a street, city, or
country) has been associated with it. You can view the physical location of these IP addresses in Google Maps.

To change your personal Watchlist of log fields, follow these steps:

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)
2)
3)

4)

Select [E Logs.
If the Fields pane is not visible, select = Menu > View > Panels > Fields.
In the list at the top of the pane, select Watchlist.

Change the selection to the fields you want to use:

* To remove fields, right-click the field, then select Remove (to remove one field) or Clear (to remove all
fields).

*  To add more fields, drag and drop cells from the log entry table to the Fields pane. (The value of the field
is irrelevant in this case.)

* To add a field to the Watchlist from other views in the pane, right-click the field, then select Add to
Watchlist.

Related tasks
View IP address locations in the Logs view on page 207
Check Whois records for IP addresses in log entries on page 252

Benefits of filtering log entries

Efficient use of the logs requires that you filter the records displayed in the Logs view.

Filtering is done using the Query pane, which allows you to select the type of log data that it displayed. It also
contains the follow tabs for filtering log data:

Filter tab allows you to filter entries based on any information in the entries. The Log Data Context specifies
the log data type.

Senders tab allows you to filter entries according to the component that created the entry. Filtering by sender
speeds up log browsing when there are many log sending components, but you are only interested in a limited
set.

Storage tab allows you to filter entries according to the servers on which the entries are stored.

Viewing and exporting logged data | 244




Forcepoint Next Generation Firewall 6.3 | Product Guide

Options on the three tabs allow you to set more filtering criteria.

Related concepts
Using Log Data Context elements on page 247

Related tasks
Use filters for browsing log entries on page 245

Use filters for browsing log entries

You can quickly create local filters by dragging and dropping. You can filter logs by time, use criteria stored in
Filter elements, and save a Query as a permanent filter.

E

Note: The time selection refers to the entries’ creation time stamp (not the reception time at
the Log Server, which is also included in many entries). Internally, the SMC and engines always
use universal time (UTC). The times are displayed according to the time zone selected in your
Management Client’s status bar.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select = Logs.

2) If the Query pane is not visible, select = Menu > View > Panels > Query.

You can drag and drop any field from the log entries to the Filters tab to create a Filter, select existing Filter
elements, or add a filtering criterion. To add a criterion, use the toolbar icon and type in the detail. You can
then further change and use the Filters you have created.

3) Select an option:

To change a detail manually, double-click the detail.

Right-click a field in the log entry table or in the Fields pane, then select Add Filter: <field name> to add
the item and its value as a new filter row.

Right-click an item in the log entry table or in the Fields pane, then select New Filter: <item name> to
define a value for the item and add it as a new filter row.

To add an empty row, right-click a filter row or empty space, then select Row.

To search based on a word or a string, right-click the Query pane, select New > Filter: String, then type
your search string.

To remove a detail, right-click it, then select Remove <detail description>.

To remove a whole row, right-click something other than a detail on the row you want to remove, then
select Remove.

Temporarily disable a filter row by right-clicking it, then selecting Disable.

To save the current filtering criteria as a permanent Filter element, click ™ Save at the top of the Filter tab
in the Query pane.

4) After you make changes to filters, click Apply.
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Related concepts
Getting started with filtering data on page 285

Related tasks
View log entries from specific components on page 246

View log entries from specific components

You can filter logs based on the components that created the entries.

If the Senders tab is empty, data from all components is displayed in the Logs view. The Senders tab allows you
to maintain the sender filtering independent of changes on the Filter tab. Restricting the included senders makes
log browsing faster when there are many components in the SMC.

StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Select = Logs.

2) Switch to the Senders tab in the Query pane.

3) Click ™ Select at the top of the Senders tab.

4) Select the elements you want to use as the senders, then click Select.

5) Click Apply.
The log data is refreshed, and only logs from the selected senders are displayed.

Related tasks
View log entries from specific servers and archive folders on page 246

View log entries from specific servers and
archive folders

You can specify which servers and storage folders to include.

By default, the Logs view fetches data from the active log storage folder for all data storage servers, except
those Log Servers that are excluded from log browsing.

You view logs from the active storage folder on specific Log Servers and Management Servers. You can also
view logs from archives stored on Log Servers or archives stored locally on the computer where you are using
the Management Client. In an environment with multiple Management Servers, active alerts are automatically
replicated between the Management Servers. Log Servers store all logs that other components have sent to it as
well as audit data for the Log Server’s own operation.
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StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Select = Logs.

2) Inthe Query pane, switch to the Storage tab.

3) Inthe server list, select the servers and storage folders that you want to include.

4) Click Apply.
The log data is refreshed and filtered according to the selected servers and folders.

Related tasks
Edit Log Server configuration parameters on page 426

Using Log Data Context elements

You can use Log Data Contexts to select which type of log data is displayed in the Logs view and in the Reports
view.

You can select a predefined Log Data Context or create a Log Data Context. You can also define the selection of
columns for each Log Data Context.

Tip: To view log entries for the SMC Appliance, select the SMC Appliance log data context in the
Query pane.

Related tasks
Create Log Data Context elements on page 247
Select log entry columns for Log Data Context elements on page 248

Create Log Data Context elements

The Log Data Context allows you to select which type of log data to display.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select = Logs.

2) Click the Log Data Context drop-down list in the Query pane or in the Log Type section in the Report
Properties pane, Report Section properties, or Report Item properties. Then select New.

3) Enter a Name for the new Log Data Context.
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4) To add Filters to the Log Data Context, click Select.

Note: Log Data Tags index Log Data. We recommend that you select a Log Data Tag as a

" Filter.

5) Click OK.

Related tasks
Use filters for browsing log entries on page 245
Select log entry columns for Log Data Context elements on page 248

Select log entry columns for Log Data Context
elements

You can edit the selection of columns that are displayed in a Log Data Context.

You can also save user-specific settings, save the updated column selection as the default settings, or reset the
columns to the default settings for each Log Data Context.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select = Logs.

2) Verify that the Log Data Context is selected in the Query pane or Log Type section in the Report Properties
pane, Report Section properties, or Report ltem properties.

3) Select # Tools > Columns > Column Selection.
4) Add the columns that you want to be displayed, then click OK.

5) Save the current column selection:

» To save the column selection as your personal settings for the Log Data Context, select & Tools >
Columns > Save Your Local Settings.

* (Custom Log Data Contexts only) To save the column selection as the default settings for all
administrators, select # Tools > Columns > Save Default Settings.

» To discard changes to the column selection and revert to the previously saved default settings, select &
Tools > Columns > Reset to Default Settings.

Related tasks
Select columns in the log entry table on page 254
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Edit Log Data Context elements

You can change the name and edit the filters for a Log Data Context that you have created.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select = Logs.

2) From the Log Data Context drop-down list, select Select.

3) Right-click the Log Data Context that you want to change, then select Properties.

4) Edit the properties, then click OK.

Related tasks
Use filters for browsing log entries on page 245

Analyze log, alert, and audit entries

The Log Analysis view provides various tools to analyze logs, alerts, and audit entries.

StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Select [E Logs.

2) Select Analyze.

Related concepts
Log Analysis arrangement of the Logs view on page 242

Related tasks
Save snapshots of log, alert, and audit entries on page 250
View snapshots of log, alert, and audit entries on page 251

Sort log entries

By default, log entries are sorted according to their creation time. You can alternatively sort log entries according
to any other column heading.

Large numbers of logs can require significant resources to be sorted. The Log Analysis view can shorten your
selected time range if your current Query matches too many records to be efficiently sorted.

Viewing and exporting logged data | 249



Forcepoint Next Generation Firewall 6.3 | Product Guide

E Note: The Current Events view is always sorted according to entry creation time. Sorting can
g only use stored data, so any temporary data visible in the view is permanently lost if you change
the sorting.

StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Select [E Logs.
2) Select Analyze.

3) Click the column heading by which you want to sort the logs.
Depending on the column you click, the sort can take a while.

Save snapshots of log, alert, and audit entries

You can save snapshots of log, alert, and audit entries in the Log Analysis view.

The snapshots are saved on the Management Server, and are listed in the Monitoring view.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select = Logs.

2) Select the entries for the snapshot.
You can select a maximum of 100000 entries.

3) Select Analyze.
4) Click ™ Save.

5) Enter a name for the snapshot, then click OK.

Related concepts
Browsing log data on page 243

Related tasks
View shapshots of log, alert, and audit entries on page 251
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View snapshots of log, alert, and audit entries

The snapshots of log, alert, and audit entries are listed in the Monitoring view.

StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Select #. Configuration, then browse to Monitoring.
2) Browse to Other Elements > Monitoring Snapshots > Logs > Management Server.

3) Right-click a snapshot, then select Open.

Browse log entries on a timeline

You can skip around logs from different time periods using the timeline.

In the Records and Details view arrangements, part of the timeline is hidden by default. You can view the full
timeline by dragging its upper edge.

Depending on your selection, the timeline allows you to browse freely (the Automatic option) or stops when the
first or last entry within the specified time range is reached.

When you are browsing within a set time range, you cannot accidentally browse out of the time range set in the
Query pane. Square brackets are shown at each end to show the limits of the range.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Drag the arrowhead to browse.

* The arrow also indicates the selected start position (from the beginning or the end of the time range).
* The chart plots the number of matching entries over time.

Viewing temporary log entries

The Logs view has two operating modes. One mode shows a fixed time frame, the other is a stream of current
log entries, which also includes temporary entries.

In the normal mode, you can browse entries freely from any time period. When you activate the Current Events
mode by clicking » Play, the log entries update automatically to show the stream of log entries as they arrive at
the Log Servers. Typically, you must filter out some entries to keep the pace of the Current Events mode slow
enough that you can keep up with the entries.

The Current Events mode also displays temporary entries that are not stored on the Log Server (Transient log
entries and log entries that are pruned out before permanent storing) so you might see more logs than in the
normal mode. Temporary entries only exist within the current view and are permanently lost when the view is
refreshed or closed. The updates in the Current Events mode are automatically deactivated when you select an
entry or start browsing manually.
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E Note: Under some operating conditions, a small portion of log entries can arrive in mixed order.
Because the Current Events mode attempts to maintain a logical flow of events, out-of-sequence
entries are not shown. You might see a notification message if this happens.

Check Whois records for IP addresses in log
entries

To get more information about the source of traffic that triggered a log entry, you can look up the Whois record of
IP addresses in log entries.

The Whois record contains registration information and related contact details provided at the time of domain
registration. The contents of the Whois record vary depending on the information provided by the owner of the
domain or network segment. For IP addresses used by customers of an ISP, the information shown in the Whois
record is usually the ISP’s information.

The Whois information is queried from the relevant Regional Internet Registry (RIR). These registries include the
ARIN (American Registry for Internet Numbers), the RIPE NCC (Réseaux IP Européens Network Coordination
Centre), and the APNIC (Asia Pacific Network Information Centre). More information about the main RIRs can be
found at the following links:

* ARIN at a glance: https://www.arin.net/about_us/overview.html
* RIPE Database: https://www.ripe.net/manage-ips-and-asns/db
e About APNIC: https://www.apnic.net/about-APNIC/organization

The computer running the Management Client performs the Whois query. To be able to perform Whois queries,
the security policy applied on the computer running the Management Client must meet the following criteria:

*  DNS queries must be allowed so that the Management Client can resolve the relevant RIR server IP address.
* Opening TCP43 (Whois) connections must be allowed.

StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Select [E Logs.

2) Right-click an IP address, then select Whois.

O Tip: You can also view the physical location of an IP address in Google Maps.

The Whois record for the IP address is displayed.

Related concepts
Monitoring connections using Geolocation elements on page 205
Geolocations and IP addresses in Google Maps on page 206

Related tasks
View IP address locations from the Whois Information dialog box on page 208
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Query McAfee ePO information in log entries

Query McAfee ePO information about IP addresses to get information about the hardware and software on client
computers.

Before you begin

A McAfee® Agent must be installed on the client computers.

You can query the following information about client computers:

* Hardware details

* Information about software that is running on the client computer, such as McAfee Agent
* The status of Endpoint Protection products

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select E Logs.

2) Right-click an IP address in a log entry, then select ePO Information on.
Information about the client computer is displayed.

Related tasks
Integrate McAfee ePO with Forcepoint NGFW on page 965

Changing how log entries are displayed

There are various ways in which you can customize how entries in the Log view are displayed.

Related concepts
Selecting the time zone for log browsing on page 254
Exporting data from the Logs view on page 255

Related tasks

Increase or decrease text size in log entries on page 254
Select columns in the log entry table on page 254
Customize the Logs view
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Increase or decrease text size in log entries

You can increase, decrease, and reset the text size in the Logs view.

StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Select [E Logs.

2) Select # Tools > Text Size, then select an option.

Selecting the time zone for log browsing

The SMC and engines use universal time (UTC) internally. The times in the Logs view are changed to your
selected time zone as they are displayed.

By default, this time zone is the local time zone of the computer you are using. Changing the time zone does not
affect the actual time stamps of the log entries.

If the times in the log entries seem incorrect, verify that the time and time zone are set correctly in your operating
system, on the Management Server, and on all Log Servers.

Select columns in the log entry table

You can select which columns are shown in the Logs view and customize how the columns are shown. You can
add and remove columns and change the order and width of columns.

You can save the column selection and their settings for each Log Data Context. You can also view subsets of
column information in the Fields pane.

You can arrange the columns in the following ways:

* To change the order of the columns — Drag the column header to a different location.

* To expand the column to the width of its contents — Double-click the column header.

* To view a menu of actions for adjusting the column widths — Right-click a column header.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select [E Logs.
2) Select # Tools > Columns > Column Selection.

3) Select Add and Remove to include and exclude selected fields.
The Columns to Display list on the right shows your selections.

4) To organize selected fields on the Columns to Display list, select Up or Down.
Fields at the top are shown at the left of the log record table.

Viewing and exporting logged data | 254



Forcepoint Next Generation Firewall 6.3 | Product Guide

5)  Click OK.

Related concepts
Using Log Data Context elements on page 247
Log entry fields on page 1465

Related tasks
View log entry details in the Fields pane on page 244
Customize the Logs view

Tools for customizing the Logs view

To make logs easier to read, you can customize how the data is displayed in the Logs view.

The following options are available in the Tools menu:

*  Show Milliseconds — Shows milliseconds in the log creation time.

* Use Color Filters — Enables log entry highlighting. Different colors highlight different types of logs.
* Show Icons — Shows the icons of the elements.

You can resolve IP addresses, protocols, and senders as DNS names or SMC elements. Resolving affects the
view only and does not affect stored log data.

The following options for resolving are available in the Tools menu:
* Resolve Addresses by DNS — Enables IP address resolution using DNS.
* Resolve Addresses by Elements — Enables IP address resolution using element definitions.

* Resolve Senders — Enables the IP addresses of engines and SMC servers to be resolved using element
definitions.

E Note: IP address and port resolving works by comparing the information in the logs to internal
" and external information sources. If the information available is incorrect or ambiguous, the result
might not reflect the actual hosts and services involved in the communications. For example, if a
detail matches two elements, the first match is displayed even if the other element was used in the
corresponding rule.

Exporting data from the Logs view

You can export log entries in various ways and formats.

Related tasks

Save elements, log data, reports, and statistics on page 258
Copy log entries in CSV format on page 256

Export log entries on page 256

Export IPS traffic recordings on page 257
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Copy log entries in CSV format

Log, alert, and audit data can be copied directly from the Logs view, then pasted in comma-separated values
(CSV) format.

For a limited number of entries, a simple copy and paste is the quickest export method.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

Select [E Logs.

Highlight the rows you want to copy, then copy and paste them to the other application, for example a
spreadsheet application.

The entries are copied with the column titles.

Export log entries

Log, alert, and audit data can be exported directly from the Logs view. Use the export command for large
numbers of entries.

To schedule export tasks that are executed automatically, use the Log Data Tasks tool to export logs instead.

To export the data in a human-readable format, we recommend saving the entries in a .pdf or .html file instead.
You can use this option when the exported data does not need further processing.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)
4)

5)

6)

7)

8)

Select [E Logs.

(Optional) To export only some of the entries that match your current Query, select some rows in the
Records arrangement.

Right-click one of the entries, then select Export > Export Log Events.
From the File Export Format drop-down list, select the file format.

Select whether to export only the selected entries or all entries that match the filter criteria specified in the
Query pane.

Select where to export the file.

For the Archive file export format, select one of the archive directories defined in the Log Server’s
configuration file from the drop-down list.

(All formats except Archive) Specify what happens when a previous file with the same name exists in the
same folder.

(Local Workstation exports only) To view the exported file in the operating system’s default application for the
file type, select Open File After Export.
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9) Click OK.
The Task Status pane opens and shows the progress of the export.

Related concepts
Log data management and how it works on page 1273

Related tasks

Save elements, log data, reports, and statistics on page 258
Export IPS traffic recordings on page 257

Edit Log Server configuration parameters on page 426

Export IPS traffic recordings

You can set IPS Inspection rules to record network traffic as a logging option in both the Exceptions and the
Rules tree.

These recordings are stored on the Log Servers. Recordings generated by the Excerpt option are shown directly
in the Logs view. Longer recordings, however, are meant to be viewed in an external application and are not
directly viewable.

O Tip: To display the Hex pane, select = Menu > View > Panels > Hex.
To view the recording, you can:

* Retrieve the recording through the log entry.
* Define a Task for exporting IPS recordings.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select = Logs.

2) Highlight the rows that are associated with recordings.

E Note: To browse for more entries that have a recording, change the selection in the Fields
4 pane to Full Capture. (This selection is available when an entry that has an associated
recording is selected.) The Record ID field is displayed with an identification number for
entries that are associated with a recording.

3) Right-click a selected entry, then select Export > Export IPS Recordings.
4) From the File Export Format drop-down list, select the file format.
5) Select where to export the file.

6) Specify what happens when a previous file with the same name exists in the same folder.
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7) Click OK.
The Task Status pane opens and shows the progress of the export.

Related concepts
Inspection Policy elements and how they work on page 841

Related tasks
Export log entries on page 256
Create an Export Log Task on page 1283

Save data in PDF or HTML format

You can save lists of elements, logged data, reports, statistics, and diagrams in PDF format or as HTML. You can
customize the format of the PDF files.

Save elements, log data, reports, and statistics

You can save lists of elements, logged data, reports, statistics, and diagrams in PDF format or as HTML.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) In most elements and views, select = Menu > File > Print.

Use style templates in PDFs

You can use the background style templates when saving as PDF. You can use the templates in the
Management Client and the Web Portal as permitted by account permissions and Domain boundaries.

The style template is a standard PDF file you create with some or all of the following elements:

* One or more cover pages that are attached to the printed PDF before the content pages.

* A content page background with a header and footer. The height of the header and footer can be adjusted.
The same single page is used as the background for all content pages.

* One or more trailing pages that are attached to the printed PDF after the content pages.
* Your PDF template file can contain pages that you do not want to use. These pages are ignored.

* A one-page PDF file is used as a content page. Your PDF template file must contain at least two pages if you
want to add cover and trailing pages.

You can create the template, for example, by creating a suitable document in a word processor and saving it as
a PDF. Design separate templates for the different page sizes (A3, A4, A5, or Letter) and orientations (portrait or
landscape) you anticipate using.
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StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)
4)
5)

6)

7)

Create a PDF file that contains a template page for the content and optionally one or more cover and trailing
pages.

Open the Print to or Print Elements to dialog box, for example, by right-clicking a log entry and selecting
Print.

Under Page Setup, select New from the Style Template list.
Enter a unique Name for the new Style Template.
Click Browse and select the PDF file you want to use as a template.

Select how the pages are used:

* (Optional) The Front Pages from are inserted before the content pages without modifications. Fill in just
the first field for a single-sheet front page.

* The Content Page is used as the background for all pages that have system-generated content.

* The Header Height and Footer Height define how much space (in millimeters) is left between the top
and bottom of the page, and the first or last line of content. This setting prevents the generated content
from overlapping text or graphics on your content page.

* (Optional) The Back Pages from are inserted after the content pages without modifications. Fill in just the
first field for a single-sheet trailing page.

Tip: You can use the same pages for different roles. For example, you can select the same
page as a content page and a back page to add an empty page at the end of the PDF. The
PDF template file must have at least two pages, even if you only use one of the pages.

Click OK.

Manage PDF style templates

You can change PDF style template settings and delete templates you no longer need.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)
2)

3)

Open the Print to dialog box, for example, by right-clicking a log entry and selecting Print.
Under Page Setup, select Select from the Style Template list.

Right-click a Style Template and select an action from the right-click menu. You can Select the selected
Style Template or select Properties to adjust the template settings. You can also selectCopy to copy the
template name or New Style Template to create a new style template.
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Create rules from log entries

You can use log entry details to generate new rules.

To convert a log entry to a rule, the log entry must be created based on a rule (the entry contains a rule tag).
Creating a rule this way allows you to make quick exceptions to the current policy. You can create the following
types of rules:

* A rule that allows a connection from an entry that logs stopped traffic
* Arule that stops a connection from an entry that logs allowed traffic
* Arule that changes the log level or stops the logging of matching connections

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Select = Logs.

2) Highlight the rows you want to include in the operation. You can select multiple log entries to create several
rules in the same operation.

Note:

d Do not include incompatible entries in the selection:

* If you select multiple log entries, the Sender of all entries must be the same component.
* All selected entries must have a value in the Rule Tag field. (Entries must be created by

rules in a policy.)
3) Right-click a selected log entry. Under Create Rule, select an option.
E Note: The selection determines how the handling of matching connections is changed.

4) (Optional) Click Select, then change to the policy where the new rule is added. (For example, you can insert
the rule in a subpolicy instead of the main policy.)

5) (Optional) Edit the Comment.
The comment is added to the rule’s Comment cell.

6) Select the Action. All actions create the displayed rules at the beginning of the first insert point in the
selected policy. You can also optionally install the policy with the new rule or open the policy for editing (with
the new rule highlighted for you).

Note: You cannot edit the rule in this dialog box. To edit the rule, select Add Rules and Edit

" the Policy.

7) Click OK.

Related concepts
The different parts of the policy editing view on page 851
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Related tasks
Install policies on page 793
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CHAPTER 14

Reports

*  Getting started with reports on page 263
* Restricting a report's scope on page 265
*  Designing reports on page 266

*  Generate and view reports on page 274
*  Exporting reports on page 279

*  Example of reports on page 284

Reports are summaries of logs and statistics that allow you to combine large amounts of data into an easily viewable
form.

You can process data from logs and engine statistics and generate easy-to-read diagrams, charts, and tables. The
reports you generate are based on a Report Design. A Report Design can be a predefined design, a predefined design
that you modify, or a custom design that you create.

Getting started with reports

The Management Client provides extensive reporting tools for generating reports on information stored in the
SMC. The summaries that make up the reports can be illustrated with different types of charts and tables.

Reports allow you to gather and visualize data in an easy-to-read format that provides an overview of what is
happening in the network and that you can customize. Reports are configured and generated in the Monitoring
view. You can view reports as graphs, charts, tables, and geolocation maps.

You can generate reports based on two types of runtime data:

* Log data — Consists of distinct events (for example, a connection opening or closing). It contains all details
about each event including the exact time when the event occurred. Log data can be filtered granularly, but
running statistics from the raw logs can be slow, especially when using a long data period.

* Counter data — Consists of pre-processed summaries of statistics that are based on sums or averages of
events or traffic units within a certain period. Counter data that is older than an hour is consolidated by the
hour. Counter items produce statistics quickly, even for long periods of data, but they can only be filtered by
sender.

You can create reports on log, alert, and audit entries and statistical monitoring information.

You can generate reports based on predefined Report Designs and Report Sections or on Report Designs that
you have created yourself. You can use your own Style Template for PDF creation to give the reports a unified
corporate look.

You can view the reports in the Management Client and in the Web Portal.

You can export reports in PDF, HTML, or plain text format, so that the files can be printed and shared. You can
also directly email reports as they are generated.

Various ready-made Report Designs are provided. You can customize the existing templates or design new
reports to meet your needs.
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In addition to creating and generating reports based on Report Designs, you can also quickly create reports in the
Logs view, in the Log Analysis arrangement, for example.

To provide auditing information in compliance with regulatory standards, you can generate a purpose-built
System Summary report that summarizes elements, administrators, policies, and other details about system
configuration and events.

Related concepts
Statistics arrangement of the Logs view on page 240

How reports are constructed

Reports are summaries of log data and statistical monitoring information. Reports consist of Report Items, Report
Sections, and Report Designs.

The following illustration shows their relationships.

Figure 67: Reporting objects and elements
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